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A B S T R A C T 

Smoothed particle hydrodynamics (SPH) is a ubiquitous numerical method for solving the fluid equations, and is prized for its 
conserv ation properties, natural adapti vity , and simplicity . We introduce the SPHENIX SPH scheme, which was designed with 

three key goals in mind: to work well with sub-grid physics modules that inject energy, be highly computationally efficient 
(both in terms of compute and memory), and to be Lagrangian. SPHENIX uses a Density-Energy equation of motion, along 

with a variable artificial viscosity and conduction, including limiters designed to work with common sub-grid models of galaxy 

formation. In particular, we present and test a no v el limiter that prevents conduction across shocks, preventing spurious radiative 
losses in feedback events. SPHENIX is shown to solve many difficult test problems for traditional SPH, including fluid mixing 

and vorticity conservation, and it is shown to produce convergent behaviour in all tests where this is appropriate. Crucially, we 
use the same parameters within SPHENIX for the various switches throughout, to demonstrate the performance of the scheme as 
it would be used in production simulations. SPHENIX is the new default scheme in the SWIFT cosmological simulation code and 

is available open source. 

Key words: hydrodynamics – methods: numerical – galaxies: formation – galaxies: evolution. 

1

T
f  

s
G
2
s
h
fi

 

M  

a
f  

f  

p
 

H
d
a  

m
p  

2  

r  

�

o
M  

i  

a
w

(  

h  

(  

S  

c  

l  

a
(  

u  

b  

A
a
(  

t
p
m

(  

©
P
C
p

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/511/2/2367/6423434 by guest on 13 June 2022
 I N T RO D U C T I O N  

here have been many approaches to solving the equations of motion 
or a collisional fluid in a cosmological context over the years, from
imple first-order fixed-grid (Cen 1992 ) to high-order discontinuous 
alerkin schemes solved in an adaptive environment (Guillet et al. 
019 ). Because smoothed particle hydrodynamics (SPH) strikes the 
weet spot between computational cost, stability, and adaptivity, it 
as been used throughout the astronomical community for nearly 
ve decades. 
SPH was originally developed by Lucy ( 1977 ) and Gingold &
onaghan ( 1977 ), and was used initially to model individual stars,

s this problem was well suited to Lagrangian schemes. Shortly after, 
urther applications of the method were deployed for the study of the
ragmentation of gas clouds (Wood 1981 ), and for the formation of
lanets (Benz 1988 ). 
The practical use of SPH in a cosmological conte xt be gan with

ernquist & Katz ( 1989 ), which provided a novel solution to the large 
ynamic range of time-steps required to evolve a cosmological fluid, 
nd was cemented by the GADGET-2 code (Springel 2005 ) that was
ade public and exploited worldwide to model galaxy formation 

rocesses within this context for the first time (e.g. Dolag et al.
004 ; Ettori et al. 2006 ; Crain et al. 2007 ). The base SPH model
eleased in GADGET-2 , ho we ver, was relati vely simple, consisting
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f a fixed artificial viscosity coefficient and scheme based on 
onaghan ( 1992 ). Impro v ed models e xisted, such as those presented

n Monaghan ( 1997 ), but the key that led to the community rallying
round GADGET-2 was both its open-source nature and scalability, 
ith GADGET-2 able to run on hundreds or thousands of cores. 
The popularity of GADGET-2 , and similar codes like GASOLINE 

Wadsley, Stadel & Quinn 2004 ), along with its relatively simple
ydrodynamics model, led to critical works such as Agertz et al.
 2007 ) and Bauer & Springel ( 2012 ) that pointed out flaws in their
PH modelling, relative to mesh-based codes of the time. The SPH
ommunity as a whole, ho we ver, already had solutions to these prob-
ems (see e.g. Price 2008 ) and many robust solutions were proposed
nd integrated into cosmological modelling codes. In Heß & Springel 
 2010 ), the authors experimented with an extension to GADGET-2
sing a Voronoi mesh to reduce errors inherent in SPH and allow for
etter results on fluid mixing problems, eventually giving rise to the
REPO moving mesh scheme, allowing for significantly impro v ed 

ccuracy per particle but drastically increasing computational cost 
Springel 2010 ; Weinberger, Springel & Pakmor 2020 ). In this case,
he authors have steadily increased their computational cost per 
article in an attempt to reduce errors inherent in their hydrodynamics 
odel as much as practicable. 
Other authors took different directions, with the GASOLINE code 

W adsley et al. 2004 ; W adsley, Veeravalli & Couchman 2008 ;
adsley, Keller & Quinn 2017 ) choosing to explicitly average 

ressures within the SPH equation of motion to alleviate the problems
f artificial surface tension; the PHANTOM developers (Price 2008 , 
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012 ; Price et al. 2018 ) advocating for artificial conduction of energy;
nd further developments on the GADGET-2 and updated GADGET-3
ode by Hopkins ( 2013 ) and Hu et al. ( 2014 ) based on the work by
aitoh & Makino ( 2013 ), using an explicit smoothed pressure scheme

o ensure a consistent pressure field o v er the contact discontinuities
hat artificial surface tension arises from. 

Simultaneously, there was a work to reduce the fundamental
umerical errors present in SPH taking place by (Cullen & Dehnen
010 ; Read, Hayfield & Agertz 2010 ; Dehnen & Aly 2012 ; Read &
ayfield 2012 ) through the use of impro v ed choices for the SPH
ernel, which up until this point was assumed to have a little
ffect on results from SPH simulations. These impro v ed kernels
ypically have larger ‘wings’, encompassing more neighbours and
roviding more accurate reconstructions for smoothed quantities.
hese more accurate reconstructions are particularly important for

he construction of accurate gradients, which enter into ‘switches’
hat control the strength of the artificial viscosity and conduction
erms. 

The rise of more complex SPH models occurred alongside a
ignificant jump in the complexity of the corresponding galaxy
ormation models; such an increase in complexity was required as
esolutions increased o v er time, meaning more physics could be
odelled directly. Many astrophysical processes take place on scales

maller than what can be resolved in simulations and are included in
hese so-called galaxy formation ‘sub-grid’ models. These processes
nclude radiative cooling, which has progressed from a simple one
arameter model to element and even ionization state-dependent
ates (see e.g. Wiersma et al. 2009 ; Ploeckinger & Schaye 2020 );
tar formation (see e.g. Cen & Ostriker 1992 ; Schaye & Dalla
ecchia 2008 , and references therein); and stellar feedback to
odel supernovae and element outflows (see e.g. Navarro & White

993 ; Springel & Hernquist 2003 ; Dalla Vecchia & Schaye 2008 ,
012 , and references therein). The coupling of these processes to
ydrodynamics is complex and often overlooked; careful treatment
f conservation laws and quirks of the chosen variables used to
epresent the fluid can frequently hide errors in plain sight (Borrow,
challer & Bower 2020 ). 
The development of the SWIFT code (Schaller et al. 2016 ) led

o a re-implementation of the sub-grid model used for the EAGLE
imulation (Schaye et al. 2015 ), and a chance to re-consider the
NARCHY SPH scheme that was used in the original ( GADGET-3
ased) code (see Schaller et al. 2015 , for details on the scheme). The
ndings in Oppenheimer et al. ( 2018 ; their appendix D) and Borrow
t al. ( 2020 ) meant that a switch away from the original Pressure-
ntropy scheme to one based on a smoothed density field was
referred, along with the key design goals outlined below. This work
escribes the SPHENIX 

1 scheme and demonstrates its performance
n many hydrodynamics tests. We note here that SPHENIX does not
ive the best performance-per-particle (in both absolute values of L1
orm (see Section 5.1 for our definition of the L1 norm) compared to
he analytical solution, and in terms of convergence speed) compared
o other schemes. The moving mesh AREPO (Springel 2010 ), finite-
olume GIZMO (Hopkins 2015 ), and corrected scheme presented in
osswog ( 2020a ) will produce impro v ed results. SPHENIX ho we ver

ies in the very low-cost (memory and computation) per-particle
weet-spot that traditional SPH schemes occupy, whilst maximizing
erformance with some no v el limiters for artificial conduction and
iscosity. This makes it an excellent choice for the default SPH
cheme in SWIFT . 
 Note that, similar to the popular GIZMO schemes, SPHENIX is not an acronym. 
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The remainder of this paper is organized as follows: in Section 2,
e describe the SWIFT cosmological simulation code and the time-

tepping algorithms present within it. In Section 3, we describe
PHENIX in its entirety. In Section 4, we describe the artificial
onduction limiter used for energetic feedback schemes. Finally,
n Section 5, we show how SPHENIX performs on various hydrody-
amics problems. 

 T H E  S W I F T SI MULATI ON  C O D E  

he SWIFT 2 simulation code (Schaller et al. 2016 , 2018 ) is a hybrid
arallel SPH and gravity code, designed to run across multiple
ompute nodes using the Message Passing Interface (MPI), but to
tilize threads on each node (rather than the traditional method
f using one MPI rank per core). This, along with its task-based
arallelism approach, asynchronous communication scheme, and
ork-splitting domain decomposition system allow for excellent

trong- and weak-scaling characteristics (Borrow et al. 2018 ). 
SWIFT is also designed to be hugely modular, with hydrodynamics

chemes, gravity schemes, and sub-grid models able to be easily
wapped out. SWIFT can be configured to use a replica of the
ADGET-2 hydrodynamics scheme (Springel & Hernquist 2002 ),
 simplified version of the base PHANTOM scheme (Price et al.
018 ), the MFM and MFV schemes described in Hopkins ( 2015 ),
PHENIX , or a host of other schemes. It can also be configured to
se multiple different galaxy formation sub-grid models, including
 very basic scheme (constant � cooling, no star formation), the
AGLE sub-grid model (Schaye et al. 2015 ), a ‘Quick Lyman- α’
odel, the GEAR sub-grid model (Re v az & Jablonka 2012 ), and

ome further evolutions including cooling tables from Ploeckinger &
chaye ( 2020 ). The gravity solver is interchangeable but the one used
ere, and throughout all SWIFT simulations, uses the Fast Multipole
ethod (Greengard & Rokhlin 1987 ) with an adaptive opening angle,

imilar to Dehnen ( 2014 ). 

.1 Time integration 

WIFT uses a V elocity-V erlet scheme to integrate particles through
ime. This takes their acceleration ( � a ) from the equation of motion and
ime-step ( � t ) and integrates their position forward in time through
 Kick-Drift-Kick scheme as follows: 

�  
(

t + 

�t 

2 

)
= � v ( t ) + 

�t 
2 � a ( t ) , (1) 

�  ( t + �t ) = � r ( t) + � v 
(
t + 

�t 
2 

)
�t, (2) 

�  ( t + �t ) = � v 
(
t + 

�t 
2 

) + 

�t 
2 � a ( t + �t) , (3) 

here the first and last equations, updating the velocity, are referred
o as the ‘kick’, and the central equation is known as the ‘drift’. The
areful observer will note that the ‘drift’ can be split into as many
ieces as required allowing for accurate interpolation of the particle
osition in-between kick steps. This is important in cosmological
alaxy formation simulations, where the dynamic range is large. In
eveloped fully in the open and is available in the SWIFT repository at http: 
/swiftsim.com (Schaller et al. 2018 ), including all of the tests and examples 
ho wn belo w. We use version 0.9.0 of the SWIFT code for the tests in this 
ork. 

http://swiftsim.com


SPHENIX 2369 

t
s

�

d
F
b
l  

o  

b  

S

2

A
b
w
p
t  

s
(  

S

t

3

T
u
s

i

t

i
g  

e  

t  

o

E

ρ

w  

s  

f

w

w  

κ

h  

S
1  

a  

m
l
t
b  

b
A  

n  

c  

W  

o
a

n

w
d  

t  

D  

d  

n

e  

p

P

w  

s

w
v  

t  

r  

s  

f  

2

w  

s
l

f

3 This corresponds to ∼58 weighted neighbours for our Quartic Spline in a 
scenario where all neighbours have uniform smoothing lengths. In practical 
simulations the ‘number of neighbours’ that a given particle interacts with 
can vary by even orders of magnitude but equation (7) must be satisfied for all 
particles ensuring an accurate reconstruction of the field. More discussion on 
this choice of smoothing length can be found in (Monaghan 2002 ; Springel & 

Hernquist 2002 ; Price 2007 , 2012 ; Borrow et al. 2020 ). We chose η = 1.2 
based on fig. 3 in Dehnen & Aly ( 2012 ), where this corresponds to a very low 

reconstruction error in the density. 
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his case, particles are evolved with their own, particle-carried time- 
tep, given by 

t i = C CFL 
2 γK 

h i 

v sig ,i 
, (4) 

ependent on the Courant–Friedrichs–Lewy (C CFL ; Courant, 
riedrichs & Lewy 1928 ) constant, the kernel-dependent relationship 
etween cut-off and smoothing length γ K , particle-carried smoothing 
ength h i , and signal velocity v sig, i (see equation 30). The discussion
f the full time-stepping algorithm is out of the scope of this work,
ut see Hernquist & Katz ( 1989 ) and Borrow, Vandenbroucke &
challer ( 2019 ) for more information. 

.1.1 Time-step limiter 

s the time-step of the particles is particle-carried, there may 
e certain parts of the domain that contain interacting particles 
ith vastly different time-steps (this is particularly promoted by 
articles with varied temperatures within a given kernel). Having 
hese particles interact is problematic for a number of reasons, and as
uch we include the time-step limiter described in Saitoh & Makino 
 2009 ) Durier & Dalla Vecchia ( 2012 ) in all problems solved below.
WIFT chooses to limit neighbouring particles to have a maximal 
ime-step difference of a factor of 4. 

 SP H E N I X 

he SPHENIX scheme was designed to replace the ANARCHY scheme 
sed in the original EAGLE simulations for use in the SWIFT 

imulation code. This scheme had three major design goals: 

(i) Be a Lagrangian SPH scheme, as this has many advantages and 
s compatible with the EAGLE sub-grid model. 

(ii) Work well with the EAGLE sub-grid physics, namely instan- 
aneous energy injection and sub-grid cooling. 

(iii) Be highly computationally and memory efficient. 

The last requirement precludes the use of any Riemann solvers 
n so-called GIZMO -like schemes (although these do not necessarily 
iv e impro v ed results for astrophysical problem sets, see Borrow
t al. 2019 ); see Appendix A. The second requirement also means
hat the use of a pressure-based scheme (such as ANARCHY ) is not
ptimal, see Borrow et al. ( 2020 ) for more details. 
The SPHENIX scheme is based on so-called ‘Traditional’ Density- 

nergy SPH. This means that it uses the smoothed mass density, 

ˆ ( � x ) = 

∑ 

j 

m j W ( | � x − � x j | , h ( � x )) (5) 

here here j are indices describing particles in the system, h ( � x ) is the
moothing length e v aluated at position � x , and W ( r , h ) is the kernel
unction. 

In the examples below, the Quartic Spline (M5) kernel, 

( q) = 

⎧ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎩ 

(
5 
2 − q 

)4 − 5 
(

3 
2 − q 

)4 + 10 
(

1 
2 − q 

)4 
q < 

1 
2 (

5 
2 − q 

)4 − 5 
(

3 
2 − q 

)4 1 
2 ≤ q < 

3 
2 (

5 
2 − q 

)4 3 
2 ≤ q < 

5 
2 

0 q ≥ 5 
2 

(6) 

ith W ( r, h ) = κn D w( r/h ) /h 

n D , n D the number of dimensions, and
3 = (7/478 π ) for three dimensions, is used. The SPHENIX scheme 
as also been tested with other kernels, notably the Cubic and Quintic
pline (M4, M6) and the Wendland (C2, C4, C6) kernels (Wendland 
995 ). The choice of kernel does not qualitati vely af fect the results in
ny of the tests in this work (see Dehnen & Aly 2012 , for significantly
ore information on kernels). Higher order kernels do allow for 

ower errors on tests that rely on extremely accurate reconstructions 
o cancel forces (for instance the Gresho–Chan vortex, Section 5.3), 
ut we find that the Quintic Spline provides an excellent trade-off
etween computational cost and accuracy in practical situations. 
dditionally, the Wendland kernels do have the benefit that they are
ot susceptible to the pairing instability, but they must have an ad-hoc
orrection applied in practical use (Dehnen & Aly 2012 , section 2.5).
e find no occurrences of the pairing instability in both the tests and

ur realistic simulations. The SPHENIX scheme is kernel-invariant, 
nd as such can be used with any reasonable SPH kernel. 

The smoothing length h is determined by satisfying 

ˆ  ( � x ) = 

∑ 

j 

W 

(| � x − � x j | , h ( � x ) 
) = 

(
η

h ( � x ) 

)n D 

, (7) 

ith η setting the resolution scale. The precise choice for η generally 
oes not qualitatively change results; here, we choose η = 1.2 due
o this value allowing for a very low E 0 error (see Read et al. 2010 ;
ehnen & Aly 2012 ), 3 which is a force error originating from particle
isorder within a single kernel. In SWIFT , these equations are solved
umerically to a relative accuracy of 10 −4 . 
The smoothed mass density, along with a particle-carried internal 

nergy per unit mass u , is used to determine the pressure at a particle
osition through the equation of state 

 ( � x i ) = P i = ( γ − 1) u i ̂  ρi , (8) 

ith γ the ratio of specific heats, taken to be 5/3 throughout unless
pecified. This pressure enters the first law of thermodynamics, 

∂u i 

∂ � q i 

∣∣∣∣
A i 

= − P i 

m i 

∂V i 

∂ � q i 
, (9) 

ith � q i a state vector containing both � x i and h i as independent 
ariables, A i the entropy of particle i (i.e. this equation only applies
o dissipationless dynamics), and V i = m i / ̂  ρi describing the volume
epresented by particle i . This constraint, along with the one on the
moothing length, allows for an equation of motion to be extracted
rom a Lagrangian (see e.g. the deri v ations in Springel & Hernquist
002 ; Hopkins 2013 ), 

d � v i 

d t 
= −

∑ 

j 

m j 

[ 

f ij P i 

ˆ ρ2 
i 

∇ i W ij + 

f ji P j 

ˆ ρ2 
j 

∇ j W ji 

] 

, (10) 

here W ab = W ( | � x b − � x a | , h ( � x a )), ∇ a = ∂/∂ � x a , and f ab a dimen-
ionless factor encapsulating the non-uniformity of the smoothing 
ength field 

 ab = 1 − 1 

m b 

(
h a 

n D ̂

 n a 

∂ ̂  ρi 

∂h i 

)(
1 + 

h i 

n D ̂

 n i 

∂ ̂  n i 

∂h i 

)−1 

(11) 
MNRAS 511, 2367–2389 (2022) 
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nd is generally of order unity. There is also an associated equation
f motion for internal energy, 

d u i 

d t 
= −

∑ 

j 

m j f ij 
P i 

ˆ ρ2 
i 

� v ij · ∇ i W ij , (12) 

ith � v ij = � v j − � v i . Note that other differences between vector
uantities are defined in a similar way, including for the separation
f two particles � x ij = � x j − � x i . 

.1 Artificial viscosity 

hese equations, due to the constraint of constant entropy introduced
n the beginning, lead to naturally dissipationless solutions; they can-
ot capture shocks. Shock capturing in SPH is generally performed
sing ‘artificial viscosity’. 
The artificial viscosity implemented in SPHENIX is a simplified and
odified extension to the Cullen & Dehnen ( 2010 ) ‘inviscid SPH’

cheme. This adds the following terms to the equation of motion (see
onaghan 1992 , and references within), 

d � v i 

d t 
= −

∑ 

j 

m j ζij 

[
f ij ∇ i W ij + f ji ∇ j W ji 

]
, (13) 

nd to the associated equation of motion for the internal energy, 

d u i 

d t 
= −1 

2 

∑ 

j 

m j ζij � v ij ·
[
f ij ∇ i W ij + f ji ∇ j W ji 

]
, (14) 

here ζ ij controls the strength of the viscous interaction. Note here
hat the internal energy equation of motion is explicitly symmetrized,
hich was not the case for the SPH equation of motion for internal

nergy (equation 12). In this case, which means that there are terms
rom both the ij and ji interactions in equation (14), whereas in
quation (12), there is only a term from the ij interaction. This
hoice was due to the symmetric version of this equation performing
ignificantly better in the test examples below, likely due to multiple
ime-stepping errors within regions where the viscous interaction is
he strongest. 4 

There are many choices available for ζ ij , with the case used here
eing 

ij = −αV μij 

v sig ,ij 

ˆ ρi + ˆ ρj 

, (15) 

here 

ij = 

{ � v ij ·� x ij 
| � x ij | � v ij · � x ij < 0 

0 � v ij · � x ij ≥ 0 
(16) 

s a basic particle-by-particle converging flow limiter (meaning that
he viscosity term vanishes when ∇ · � v ≥ 0), and 

 sig ,ij = c i + c j − βV μij , (17) 

s the signal velocity between particles i and j , with βV = 3, a
imensionless constant, and with c i the soundspeed of particle i
efined through the equation of state as 

 i = 

√ 

P i 

ˆ ρi 

= 

√ 

( γ − 1) γ u i . (18) 

inally, the dimensionless viscosity coefficient αV (Monaghan &
ingold 1983 ) is frequently taken to be a constant of order unity.
 For these reasons all recent works choose symmetric forms for these 
quations. 

3

A  

a  

NRAS 511, 2367–2389 (2022) 
n SPHENIX , this becomes an interaction-dependent constant (see
orris & Monaghan 1997 ; Cullen & Dehnen 2010 , for similar

chemes), with αV = αV , ij , dependent on two particle-carried α values
s follows: 

V ,ij = 

1 

4 
( αV ,i + αV ,j )( B i + B j ) , (19) 

here 

 i = 

|∇ · � v i | 
|∇ · � v i | + |∇ × � v i | + 10 −4 c i /h i 

(20) 

s the Balsara ( 1989 ) switch for particle i , which allows for the
eacti v ation of viscosity in shear flows, where there is a high value
f ∇ · � v , but the associated shear viscosity is unnecessary. This, in
articular, affects rotating shear flows, such as galaxy discs, where
he scheme used to determine αV , i described below will return a
alue close to the maximum. 

The equation for αV , i is solved independently for each particle
 v er the course of the simulation. Note that αV , i is never drifted,
nd is only ever updated at the ‘kick’ steps. The source term in the
quation for αV , i , designed to acti v ate the artificial viscosity within
hocking regions, is the shock indicator 

 i = 

{−h 

2 
i max 

(∇̇ · � v i , 0 
) ∇ · � v i ≤ 0 

0 ∇ · � v i > 0 
(21) 

here, here the time differential of the local velocity divergence field 

˙
 · � v i ( t + �t) = 

∇ · � v i ( t + �t) − ∇ · � v i ( t) 

�t 
(22) 

ith ∇ · � v i the local v elocity div ergence field and � t the time-step
ssociated with particle i . The primary variable in the shock indicator
 i of ∇̇ · � v is high in pre-shock regions, with the secondary condition
or the flow being converging ( ∇ · � v ≤ 0) helpful to a v oid false
etections as the Balsara ( 1989 ) switch is used independently from
he equation that evolves αV , i (this choice is notably different from

ost other schemes that use B i directly in the shock indicator S i ). This
hoice allows for impro v ed shock capturing in shearing flows (e.g.
eedback events occurring within a galaxy disc). In these cases, the
alsara ( 1989 ) switch (which is instantaneously e v aluated) rapidly
ecomes close to 1.0, and the already high value of αV , i allows for
 strong viscous reaction from the fluid. The shock indicator is then
ransformed into an optimal value for the viscosity coefficient as 

V , loc ,i = αV , max 
S i 

c 2 i + S i 
, (23) 

ith a maximum value of αV , max = 2.0 for αV , loc . The value of αV , i 

s then updated as follows: 

V ,i = 

⎧ ⎨ 

⎩ 

αV , loc ,i αV ,i < αV , loc ,i 
αV ,i + αV , loc ,i 

�t 
τV ,i 

1 + 

�t 
τV ,i 

αV ,i > αV , loc ,i 
(24) 

here τV , i = γ K � V h i / c i with γ K the ‘kernel gamma’, a kernel
ependent quantity relating the smoothing length and compact
upport ( γ K = 2.018932 for the quartic spline in 3D; Dehnen & Aly
012 ) and � V , a constant taking a value of 0.05. The final value of
V , i is checked against a minimum, ho we ver, the default value of this
inimum is zero and the evolution strategy used abo v e guarantees

hat αV , i is strictly positive and that the decay is stable regardless of
ime-step. 

.2 Artificial conduction 

ttempting to resolve sharp discontinuities in non-smoothed vari-
bles in SPH leads to errors. This can be seen abo v e with strong
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elocity discontinuities (shocks) not being correctly handled and 
equiring an extra term in the equation of motion (artificial viscosity)
o be captured. A similar issue arises when attempting to resolve 
trong discontinuities in internal energy (temperature). To resolve 
his, we introduce an artificial energy conduction scheme similar to 
he one presented by Price ( 2008 ). This adds an extra term to the
quation of motion for internal energy, 

d u i 

d t 
= 

∑ 

j 

m j v D,ij ( u i − u j ) ̂ r ij ·
(

f ij 
∇ i W ij 

ˆ ρi 

+ f ji 

∇ j W ji 

ˆ ρj 

)
(25) 

ith ˆ r ij the unit vector between particles i and j , and where 

 D,ij = 

αD,ij 

2 

( 

| � v ij · � x ij | 
| � x ij | + 

√ 

2 
| P i − P j | 

ˆ ρj + ˆ ρj 

) 

. (26) 

his conductivity speed is the average of two commonly used 
peeds, with the former velocity-dependent term taken from Price 
t al. ( 2018 ; modified from Wadsley et al. 2008 ), and the latter
ressure-dependent term taken from Price ( 2008 ). These are usually 
sed separately for cases that aim to reduce entropy generation in 
isordered fields and contact discontinuities, respectively (where 
nitially there is a strong discontinuity in pressure that is remo v ed
y the artificial conduction scheme), but we combine them here as
oth cases are rele v ant in galaxy formation simulations and use this
ame velocity throughout our testing, a notable difference with other 
orks using conduction schemes (e.g. Price et al. 2018 ). Price et al.

 2018 ) a v oided pressure-based terms in simulations with self-gravity,
ut they use no additional terms (e.g. our αD ) to limit conduction in
ows where it is not required. This is additionally somewhat similar

o the conduction speed used in ANARCHY and Hu et al. ( 2014 ),
hich is a modified version of the signal velocity (equation 17) with
ur speed replacing the sum of sound speeds with a differenced 
erm. Appendix B contains an investigation of the individual terms 
n the conduction velocity. The interaction-dependent conductivity 
oefficient, 

D,ij = 

P i αD,i + P j αD,j 

P i + P j 

, (27) 

s pressure-weighted to enable the higher pressure particle to lead 
he conduction interaction, a notable departure from other thermal 
onduction schemes in use today. This is critical when it comes 
o correctly applying the conduction limiter during feedback events 
escribed below. The individual particle-carried αD , i are ensured to 
nly be active in cases where there is a strong discontinuity in internal
nergy. This is determined by using the following discontinuity 
ndicator, 

 i = βD 

γK 

h i 

∇ 

2 u i √ 

u i 

, (28) 

here βD is a fixed dimensionless constant taking a value of 1. The
iscontinuity indicator enters the time differential for the individual 
onduction coefficients as a source term, 

d αD,i 

d t 
= K i + 

αD, min − αD,i 

τD,i 

, (29) 

ith τD , i = γ K h i / v sig, i , αD , min = 0 the minimal allo wed v alue of
he artificial conduction coefficient, and with the individual particle 
ignal velocity, 

 sig ,i = max 
j 

( v sig ,ij ) , (30) 

ontrolling the decay rate. ∇ 

2 u is used as the indicator for a
iscontinuity, as opposed to ∇u , as it allows for (physical, well
epresented within SPH) linear gradients in internal energy to be 
aintained without acti v ating artificial conduction. This is then 

ntegrated during ‘kick’ steps using 

D,i ( t + �t) = αD,i ( t ) + 

d αD,i 

d t 
�t . (31) 

he final stage of evolution for the individual conduction coefficients 
s to limit them based on the local viscosity of the fluid. This is
ecessary because thermal feedback events explicitly create extreme 
iscontinuities within the internal energy field that lead to shocks 
see Section 4 for the moti v ation leading to this choice). The limit
s applied using the maximal value of viscous alpha among the
eighbours of a given particle, 

V , max ,i = max 
j 

( αV ,j ) , (32) 

ith the limiter being applied using the maximally allowed value of
he conduction coefficient, 

D, max ,i = αD, max 

(
1 − αV , max ,i 

αV , max 

)
, (33) 

ith αD, max = 1 a constant, and 

D,i = 

{
αD,i αD,i < αD, max 

αD, max αD,i > αD, max . 
(34) 

his limiter allows for a more rapid increase in conduction co-
fficient, and a higher maximum, than would usually be viable 
n simulations with strong thermal feedback implementations. In 
NARCHY , another scheme employing artificial conduction, the rate 
t which the artificial conduction could grow was chosen to be
ignificantly smaller. In ANARCHY , βD = 0.01, which is 100 times
maller than the value chosen here (Schaye et al. 2015 , appendix A3).
his additional conduction is required to accurately capture contact 
iscontinuities with a Density-Energy SPH equation of motion. 

 MOTI VATI ON  F O R  T H E  C O N D U C T I O N  

IMITER  

he conduction limiter first described in Section 3 is formed of
wo components; a maximal value for the conduction coefficient in 
iscous flows (equation 34), and one that ensures that a particle with
 higher pressure takes preference within the conduction interaction 
equation 27). 

This limiter is necessary due to interactions of the artificial con-
uction scheme with the sub-grid physics model. Here, the EAGLE 

ub-grid model is shown as this is what SPHENIX was designed
or use with, ho we ver all schemes employing energetic feedback
nd unresolved cooling times will suffer from the same problems 
hen using an un-limited artificial conduction. In short, when an 

nergetic feedback event takes place, the artificial conduction switch 
s acti v ated (as this is performed by injecting lots of energy into
ne particle, leading to an extreme value of ∇ 

2 u ). This then leads to
nergy leaking out of the particle ahead of the shock front, which is
hen radiated away as the neighbouring particles can rapidly cool due
o their temperature being lower leading to smaller cooling times. 

To show the effect of this problem on a real system, we set up a
niform volume containing 32 3 gas particles at approximately solar 
etallicity ( Z = 0.014) and equilibrium temperature (around 10 4 K),

t a density of n H = 0.1 cm 

−3 . The central particle in the volume
as approximately the same amount of energy injected into it as in
 single EAGLE-like stellar feedback event (heating it to ∼10 7.5 K)
t the start of the simulation and the code is ran with full sub-grid
ooling (using the tables from Wiersma et al. 2009 ) enabled. The
MNRAS 511, 2367–2389 (2022) 
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Figur e 1. Ener gy in various components as a function of time for a simulated 
supernova blast (see text for details of the set-up). Blue shows energy in the 
kinetic phase, orange shows energy in the thermal phase (neglecting the 
thermal energy of the background), and green shows energy lost to radiation. 
The solid lines show the simulation performed with the artificial conduction 
limiter applied and the dashed lines show the simulation without any such 
limiter. Simulations performed without the limiter show huge, rapid, and 
cooling losses. 
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Figure 2. The set-up from Fig. 1 performed for different values for the 
maximum artificial conduction coef ficient αD , max (i.e. a dif ferent horizontal 
axis as Fig. 1 , with the same vertical axis), now showing the components of 
energy in each phase at a fixed time of t = 25 Myr. Colours and line styles are 
the same as in Fig. 1 . As well as demonstrating the issue with an un-limited 
conduction, this figure shows that the conduction limiter prevents the loss 
of additional energy relative to a simulation performed without any artificial 
conduction. 
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nitial values for the artificial viscosity and conduction coefficients
re set to be zero (whereas in practice they are set to be their maximum
nd minimum in ‘real’ feedback events; this has a little effect on the
esults as the coefficients rapidly stabilize). 

Fig. 1 shows the energy in the system (with the thermal energy of
he ‘background’ particles remo v ed to ensure a large dynamic range
n thermal energy is visible on this plot) in various components.

e see that, at least for the case with the limiter applied, at t =
, there is the expected large injection of thermal energy that is
apidly partially transformed into kinetic energy as in a classic
lastw ave problem (lik e the one shown in Fig. 5 ; in our idealized,
on-radiativ e, Sedo v blasts only 28 per cent of the injected thermal
nergy is converted to kinetic energy). A significant fraction, around
wo thirds, of the energy is lost to radiation, but the key here is that
here is a transformation of the initial thermal injection to a kinetic
ave. 
In the same simulation, now with the conduction limiter remo v ed

dashed lines), almost all of the injected energy is immediately lost to
adiation (i.e. the feedback is unexpectedly inefficient). The internal
nergy in the affected particle is rapidly conducted to its neighbours
that are then abo v e, but closer to, the equilibrium temperature) which
ave a short cooling time and hence the energy is quickly lost. 
The direct effect of the conduction limiter is shown in Fig. 2 ,

here the same problem as abo v e is repeated 10 times with maximal
rtificial conduction coefficients αD , max of 0–2.5 in steps of 0.1
note that the value of αD , max used in production simulations is
). We choose to show these extreme values to demonstrate the
fficacy of the limiter even in extreme scenarios. The simulations
ith and without the limiter show the same result at αD , max = 0

i.e. with conduction disabled) but those without the limiter show
 rapidly increasing fraction of the energy lost to cooling as the
aximal conduction coefficient increases. The simulations with the

imiter show a stable fraction of energy (at this fixed time of t =
5 Myr) in each component, showing that the limiter is working
NRAS 511, 2367–2389 (2022) 
s expected and is curtailing these numerical radiative losses. This
esult is qualitatively unchanged for a factor of 100 higher, or lower,
ensity background g as (i.e. g as between n H = 0.001 cm 

−3 and
 H = 10.0 cm 

−3 ). In both of these cases, the conduction can rapidly
ause numerical radiative losses, but with the limiter enabled this is
emedied entirely. We also note that the limiter remains ef fecti ve
v en for e xtreme values of the conduction parameter (e.g. with
D , max = 100), returning the same result as the case without artificial
onduction for this test. 

 H Y D RO DY NA M I C S  TESTS  

n this section, the performance of SPHENIX is shown on hydrody-
amics tests, including the Sod ( 1978 ) shock tube, Sedov ( 1959 )
lastwave, and the Gresho & Sani ( 1990 ) vortex, along with many
ther problems rele v ant to galaxy formation. All problems are
erformed in hydrodynamics-only mode, with no radiative cooling
r any other additional physics, and all use a γ = 5/3 equation of
tate ( P = (2 / 3) u i ̂  ρ). 

Crucially, all tests were performed with the same scheme pa-
ameters and settings, meaning that all of the switches are consistent
even between self-gravitating and pure hydrodynamical tests) unless
therwise stated. This departs from most studies where parameters
re set for each problem independently, in an attempt to demonstrate
he maximal performance of the scheme for a given test. The
arameters used are as follows: 

(i) The quartic spline kernel. 
(ii) CFL condition C CFL = 0.2, with multiple time-stepping

nabled (see e.g. Lattanzio et al. 1986 ). 
(iii) Viscosity alpha 0.0 ≤ αV ≤ 2.0 with the initial value being

V = 0.1 (similar to Cullen & Dehnen 2010 ). 
(iv) Viscosity beta βV = 3.0 and length � V = 0.05 (similarly to

ullen & Dehnen 2010 ). 
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Figure 3. Individual quantities plotted against the analytic solution (purple 
dashed line) for the Sod shock tube in 3D. The horizontal axis shows 
the x position of the particles. All particles are shown in blue, with the 
purple shading in the background showing the regions considered for the 
convergence (Fig. 4 ) with the rarefaction wave, contact discontinuity, and 
shock, shown from left to right. All panels are shown at the same time t = 

0.2, and for the same resolution level, using the 64 3 and 128 3 initial conditions 
for x < 1 and x > 1, respectively. 

P
t
i

o  

o  

i
o  

p
 

t
a

5

T  

t  

s  

<  

(

5

T
l
s  

b  

a  

d  

d  

s  

0

5

F  

s  

c
c

t  

a
o  

s  

t  

k
 

t  

r  

w
2  

p  

t  

s  

p
i
c  

t
 

T  

o  

a  

t
p
(

 

o  

s

L

w  

s  

r

o  

g
(
c
s

5 This simplistic particle arrangement does cause a slight problem at the 
interface at higher (i.e. greater than one) dimensions. In 3D, some particles 
may have spurious velocities in the y and z directions at the interface, due to 
asymmetries in the neighbours found on the left and right side of the boundary. 
To offset this, the lattices are placed so that the particles are aligned along the 
x -axis wherever possible over the interface, ho we ver some spurious forces 
still result. 
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(v) Conduction alpha 0.0 ≤ αD ≤ 1.0 (a choice consistent with 
rice 2008 ) with the viscosity-based conduction limiter enabled and 

he same functional form for the conduction speed (equation 26) used 
n all simulations. 

(vi) Conduction beta βD = 1.0 with the initial value of αD = 0.0. 

These choices were all ‘calibrated’ to achieve an acceptable result 
n the Sod shock tube, and then left fixed with the results from the rest
f the tests left unseen. We choose to present the tests in this manner
n an effort to show a representative overview of the performance 
f SPHENIX in real-world conditions as it is primarily designed for
ractical use within future galaxy formation simulations. 
The source code required to produce the initial conditions (or a link

o download the initial conditions themselves if this is impractical) 
re available open source from the SWIFT repository. 

.1 Sod shock tube 

he Sod ( 1978 ) shock tube is a classic Riemann problem often used
o test hydrodynamics codes. The tube is made up of three main
ections in the final solution: the raref action w ave (between 0.7 < x
 1.0), contact discontinuity (at position x ≈ 1.2), and a weak shock

at position x ≈ 1.4) at the time that we show it in Fig. 3 . 

.1.1 Initial conditions 

he initial conditions for the Sod shock tube uses body-centred cubic 
attices to ensure maximally symmetric lateral forces in the initial 
tate. Two lattices with equal particle masses, one at a higher density
y a factor of 8 (e.g. one with 32 3 particles and one with 64 3 particles)
re attached at x = 1.0. 5 This forms a discontinuity, with the higher
ensity lattice being placed on the left with ρL = 1 and the lower
ensity lattice on the right with ρR = 1/8. The velocities are initially
et to zero for all particles and pressures set to be P L = 1 and P R =
.1. 

.1.2 Results 

ig. 3 shows the shock tube at t = 1, plotted against the analytic
olution. This figure shows the result from the 64 3 and 128 3 initial
ondition. In general, the simulation data (blue points) shows very 
lose agreement with the analytic solution (purple dashed line). 

The three purple bands correspond to three distinct regions within 
he shock tube. The furthest left is the rarefaction wave, which is
n adiabatically expanding fluid. The band covers the turnover point 
f the wave, as this is where the largest deviation from the analytic
olution is present. There is a slight o v erestimation of the density at
his turno v er point, primarily due to the symmetric nature of the SPH
ernel. 

The next band shows the contact discontinuity. No effort is made
o suppress this discontinuity in the initial conditions (i.e. they are not
elaxed). There is a small pressure blip of a similar size to that seen
ith schemes employing Riemann solvers, such as GIZMO (Hopkins 
015 ). There is no large velocity discontinuity associated with this
ressure blip as is seen with SPH schemes that do not explicitly
reat the contact discontinuity (note that every particle present in the
imulation is shown here) with some form of conduction, a smoothed
ressure field, or other method. Due to the strong discontinuity 
n internal energy present in this region, the artificial conduction 
oef ficient αD peaks, allo wing for the pressure ‘blip’ to be reduced
o one with a linear gradient. 

The final section of the system, the rightmost region, is the shock.
his shock is well captured by the scheme. There is a small acti v ation
f the conduction coefficient in this region, which is beneficial as it
ids in stabilizing the shock front (Hu et al. 2014 ). This shows that
he conduction limiter (Section 4) does not eliminate this beneficial 
roperty of artificial conduction within these frequently present weak 
leading to αV � 1.0) shocks. 

In an ideal case, the scheme would be able to converge at second
rder L 1 ∝ h 2 away from shocks, and at first order L 1 ∝ h within
hocks (Price et al. 2018 ). Here the L 1 norm of a band is defined as 

 1 ( K) = 

1 

n 

∑ 

n 

| K sim 

( � x ) − K ref ( � x ) | (35) 

ith K some property of the system such as pressure, the subscripts
im and ref referring to the simulation data and reference solution,
espectively, and n the number of particles in the system. 

Fig. 4 shows the convergence properties of the SPHENIX scheme 
n this problem, using the pressure field in this case as the conver-
ence variable. Compared to a scheme without artificial conduction 
dotted lines), the SPHENIX scheme shows significantly impro v ed 
onvergence and a lower norm in the contact discontinuity, without 
acrificing accuracy in other regions. 
MNRAS 511, 2367–2389 (2022) 
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Figur e 4. Pressure conver gence for the three regions in Fig 3 . The solid 
lines show fits to the data at various resolution levels (points) for each 
region, with the dotted lines showing convergence speed when the artificial 
conduction term is remo v ed. The dashed grey line shows the expected speed 
of convergence for shocks in SPH simulations, to guide the eye, with a 
dependence of L 1 ∝ h . 
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Figure 5. Particle properties at t = 0.1 shown against the analytic solution 
(purple dashed line) for the Sedo v–Taylor blastwav e. A random sub-set of 
1/5th of the particles are shown in blue, with the orange points showing the 
mean value within equally spaced horizontal bins with one standard deviation 
of scatter. The background purple band shows the region considered for 
measuring convergence in Fig. 6 . This figure shows the results for a 128 3 

particle glass file. 

Figur e 6. L 1 Conver gence with mean smoothing length for various particle 
fields in the Sedov–Taylor blastwave test, measured at t = 0.1 against the 
analytic solution within the purple band of Fig. 5 . Each set of points shows a 
measured value from an individual simulation, with the lines showing a linear 
fit to the data in logarithmic space. Dotted lines for the simulation without 
conduction are not shown as they lie exactly on top of the lines shown here. 
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.2 Sedo v–Taylor blastwav e 

he Sedo v–Taylor blastwav e (Sedo v blast; Taylor 1950 ; Sedov 1959 )
ollo ws the e volution of a strong shock front through an initially
sotropic medium. This is a highly rele v ant test for cosmological
imulations, as this is similar to the implementations used for sub-
rid (below the resolution scale) feedback from stars and black holes.
n SPH schemes, this ef fecti vely tests the artificial viscosity scheme
or energy conservation; if the scheme does not conserve energy, the
hock front will be misplaced. 

.2.1 Initial conditions 

ere, we use a glass file generated by allowing a uniform grid of
articles to settle to a state, where the kinetic energy has stabilized.
he particle properties are then initially set such that they represent
 gas with adiabatic index γ = 5/3, a uniform pressure of P 0 = 10 −6 ,
ensity ρ0 = 1, all in a 3D box of side-length 1. Then, the n =
5 particles closest to the centre of the box have energy E 0 = 1/ n
njected into them. This corresponds, roughly, to a temperature jump
f a factor of ∼10 5 o v er the background medium. 

.2.2 Results 

ig. 5 shows the particle properties of the highest resolution initial
ondition (128 3 ) at t = 0.1 against the analytic solution. The SPHENIX

cheme closely matches the analytic solution in all particle fields,
ith the only deviation (aside from the smoothed shock front, an
na v oidable consequence of using an SPH scheme) being a slight
pturn in pressure in the central region (due to a small amount of
onduction in this region). Of particular note is the position of the
hock front matching exactly with the analytic solution, showing
hat the scheme conserves energy in this highly challenging situation
hanks to the explicitly symmetric artificial viscosity equation of

otion. The SPHENIX scheme sho ws qualitati vely similar results to
he PHANTOM scheme on this problem (Price et al. 2018 ). 
NRAS 511, 2367–2389 (2022) 
SPH schemes in a general struggle to show good convergence
n shock problems due to their inherent discontinuous nature. Ideal
onvergence for shocks with the artificial viscosity set-up used in
PHENIX is only first order (i.e. L 1 ∝ h ). 

Fig. 6 shows the L 1 convergence for various fields in the Sedov–
aylor blastwave as a function of mean smoothing length. Conver-
ence here has a best case of L 1 ( v) ∝ h 1/2 in real terms, much

art/stab3166_f4.eps
art/stab3166_f5.eps
art/stab3166_f6.eps


SPHENIX 2375 

s  

t  

r
o  

p  

r  

w
i

5

T
t
i
t  

e  

s

5

T  

a  

s

v

w

P

w

5

F  

5  

(  

s  

t  

e
o  

t  

t  

r

S  

a
e
b
a
T  

(  

v  

c  

e

5

T  

p

Figure 7. Gresho vortex at t = 1.3 after one rotation of the vortex peak with 
the SPHENIX scheme using a background resolution of 512 2 and with a mach 
number of M = 0 . 33. Here, the blue points show all particles in the volume, 
the purple band the region used for convergence testing in Fig. 8 , and the 
purple dashed line shows the analytic solution. The viscosity switch panel 
shows a very low maximal value (0.15) relative to the true maximum allowed 
by the code ( αV B = 2.0), with the mean value (orange points with error 
bars indicating one standard deviation of scatter) of around 0.02 showing an 
excellent acti v ation of the viscosity reducing switches throughout the SPHENIX 

scheme. 

Figur e 8. L 1 conver gence with a mean smoothing length for various particle 
fields in the Gresho vortex test, measured against the analytic solution within 
the shaded region of Fig. 7 . Each set of points shows a measured value 
from an individual simulation, with the lines showing a linear fit to the data in 
logarithmic space. The solid lines show results obtained with the full SPHENIX 

scheme, with dotted lines showing the results with the artificial conduction 
scheme disabled. 
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lower than the expected L 1 ∝ h −1 . This is primarily due to
he way that the convergence is measured; the shock front is not
esolved instantaneously (i.e. there is a rise in density and velocity 
 v er some small distance, reaching the maximum value at the true
osition) at the same position as in the analytic solution. Ho we ver, all
esolution le vels sho w an accurately placed shock front and a shock
idth that scales linearly with resolution (see Appendix D for more 

nformation). 

.3 Gresho–Chan vortex 

he Gresho–Chan vortex (Gresho & Chan 1990 ) is typically used 
o test for the conservation of vorticity and angular momentum, and 
s performed here in two dimensions. Generally, it is expected that 
he performance of SPH on this test is more dependent on the kernel
mployed (see Dehnen & Aly 2012 ), as long as a sufficient viscosity-
uppressing switch is used. 

.3.1 Initial conditions 

he initial conditions use a 2D glass file, and treat the gas with an
diabatic index γ = 5/3, constant density ρ0 = 1, in a square of
ide-length 1. The particles are given azimuthal velocity 

 φ = 

⎧ ⎨ 

⎩ 

5 r r < 0 . 2 
2 − 5 r 0 . 2 ≤ r < 0 . 4 
0 r ≥ 0 . 4 

(36) 

ith the pressure set so that the system is in equilibrium as 

 0 = 

⎧ ⎨ 

⎩ 

5 + 12 . 5 r 2 r < 0 . 2 
9 + 12 . 5 r 2 − 20 r + 4 log (5 r) 0 . 2 ≤ r < 0 . 4 
3 + 4 log (2) r ≥ 0 . 4 

(37) 

here r = 

√ 

x 2 + y 2 is the distance from the box centre. 

.3.2 Results 

ig. 7 shows the state of a high resolution (using a glass containing
12 2 particles) result after one full rotation at the peak of the vortex
 r = 0.2, t = 1.3). The vortex is well supported, albeit with some
catter, and the peak of the vortex is preserved. There has been some
ransfer of energy to the centre with a higher density and internal
nergy than the analytic solution due to the viscosity switch (shown 
n the bottom right) having a very small, but nonzero, value. This
hen allows for some of the kinetic energy to be transformed to
hermal, which is slowly transported towards the centre as this is the
egion with the lowest thermal pressure. 

Fig. 8 shows the convergence properties for the vortex, with the 
PHENIX scheme providing convergence as good as L 1 ∝ h 0.7 for the
zimuthal velocity. As there are no non-linear gradients in internal 
nergy present in the simulation, there is a very little difference 
etween the simulations performed with and without conduction 
t each resolution level due to the non-activation of equation 31. 
his level of convergence is similar to the rate seen in Dehnen & Aly
 2012 ) implying that the SPHENIX scheme, even with its less complex
iscosity limiter, manages to reco v er some of the benefits of the more
omplex Inviscid scheme thanks to the no v el combination of switches
mployed. 

.4 Noh problem 

he Noh ( 1987 ) problem is known to be extremely challenging,
articularly for particle-based codes, and generally requires a high 
MNRAS 511, 2367–2389 (2022) 
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Figure 9. Noh problem simulation state at t = 0.6, showing a random sub-set 
of 1/100th of all of the particles plotted as blue points, the analytical solution 
as a dashed purple line, and binned quantities as orange points with error bars 
showing one standard deviation of scatter in that bin. The background shaded 
band shows the region considered for convergence in Fig. 11 , with this figure 
showing the highest resolution simulation performed, using 512 3 particles. 
This simulation state is also visualized in Fig. 10 . 
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Figure 10. A density slice through the centre of the Noh problem at t = 

0.6 corresponding to the particle distribution shown in Fig. 9 . The SPHENIX 

scheme yields almost perfect spherical symmetry for the shock, but does not 
capture the expected high density in the central region, likely due to lower 
than required artificial conductivity (see Appendix E for more information). 
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article number to correctly capture due to an unresolved conver-
ence point. It tests a converging flow that results in a strong radial
hock. This is an extreme, idealized, version of an accretion shock
ommonly present within galaxy formation simulations. 

.4.1 Initial conditions 

here are many ways to generate initial conditions, from very simple
chemes to schemes that attempt to highly optimize the particle
istribution (see e.g. Rosswog 2020a ). Here, we use a simple initial
ondition, employing a body-centred cubic lattice distribution of
articles in a periodic box. The velocity of the particles is then set
uch that there is a convergent flow towards the centre of the box, 

�  = −
� C − � x 

| � C − � x | (38) 

ith � C = 0 . 5 L (1 , 1 , 1), where L is the box side-length, the coordi-
ate at the centre of the volume. This gi ves e very particle a speed of
nity, meaning those in the centre will have extremely high relative
elocities. We cap the minimal value of | � C − � x | to be 10 −10 L to
revent a singularity at small radii. 
The simulation is performed in a dimensionless co-ordinate

ystem, with a box-size of L = 1. 

.4.2 Results 

he state of the simulation is shown at time t = 0.6 in Fig. 9 and
isualized in Fig. 10 , which shows the radial velocity, which should
e zero inside of the shocked region (high density in Fig. 10 ), and
he same as the initial conditions (i.e. −1 everywhere) elsewhere.
his behaviour is captured well, with a small amount of scatter,
orresponding to the small radial variations in density shown in the
mage. 
NRAS 511, 2367–2389 (2022) 
The profile of density as a function of radius is ho we ver less
ell captured, with some small waves created by oscillations in

he artificial viscosity parameter (see e.g. Rosswog 2020b , for a
cheme that corrects for these errors). This can also be seen in the
ensity slice, and is a small effect that also is possibly exacerbated
y our non-perfect choice of initial conditions, but is also present in
he implementation shown in Rosswog ( 2020a ). The larger, more
ignificant, density error is shown inside the central part of the
hocked, high-density, region. This error is ever-present in SPH
chemes, and is likely due to both a lack of artificial conduction
n this central region (as indicated by Noh 1987 , note the excess
ressure in the centre caused by ‘wall heating’) and the unresolved
oint-of-flow convergence. 
The Noh problem converges well using SPHENIX , with better than

inear convergence for the radial velocity (Fig. 11 ; recall that for
hocks SPH is expected to converge with L 1 ∝ h ). 

This problem does not acti v ate the artificial conduction in the
PHENIX implementation because of the presence of equation (34)
educing conductivity in highly viscous flows, as well as our
ome what conserv ati ve choice for artificial conduction coefficients
see Appendix E for more details on this topic). Ho we ver, as these
re necessary for the practical functioning of the SPHENIX scheme
n galaxy formation simulations, and due to this test being highly
rtificial, this outcome presents little concern. 

.5 Square test 

he square test, first presented in Saitoh & Makino ( 2013 ), is a
articularly challenging test for schemes like SPHENIX that do not use
 smoothed pressure in their equation of motion, as they typically
ead to an artificial surface tension at contact discontinuities (the
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Figur e 11. L 1 conver gence test for various particle properties at t = 0.6 
for the Noh problem, corresponding to the particle distribution shown in 
Fig. 9 . The lines without conduction are not shown here as there is a little 
difference between the with and without conduction case, due to the extremely 
strong shock present in this test (leading to low values of the viscosity alpha, 
equation 34). 
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Figure 12. The density field for the square test at t = 4, shown at various 
resolution levels (different columns, numbers at the top denote the number 
of particles in the system) and with various modifications to the underlying 
SPH scheme (dif ferent ro ws). The dashed line shows the initial boundary 
of the square that would be maintained with a perfect scheme due to the 
uniform pressure throughout. The white circle at the centre of the square 
shows a typical smoothing length for this resolution level. Vertically, the 
scheme with no conduction is shown at the top, with the SPHENIX scheme in 
the middle and a scheme with the conduction coefficient set to the maximum 

level throughout at the bottom. The schemes with conduction maintain the 
square shape significantly better than the one without conduction, and the 
SPHENIX limiters manage to provide the appropriate amount of conduction to 
return to the same result as the maximum conduction case. 
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ame ones that lead to the pressure blip in Section 5.1). This test is
 more challenging variant of the ellipsoid test presented in Heß & 

pringel ( 2010 ), as the square includes sharp corners which are more
hallenging for conduction schemes to capture. 

.5.1 Initial conditions 

he initial conditions are generated using equal mass particles. We 
et up a grid in 2D space with n × n particles, in a box of size L =
. The central 0.5 × 0.5 square is set to have a density of ρC =
.0, and so is replaced with a grid with 2 n × 2 n particles, with the
uter region having ρO = 1.0. The pressures are set to be equal with
 C = P O = 1.0, with this enforced by setting the internal energies
f the particles to their appropriate values. All particles are set to be
ompletely stationary in the initial conditions with � v = 0. The initial 
onditions are not allowed to relax in any way. 

.5.2 Results 

ig. 12 shows the square test at t = 4 for four different resolution
evels and three different variations on the SPHENIX scheme. By this
ime, the solutions are generally very stable. The top row shows the
PHENIX scheme without any artificial conduction enabled (this is 
chieved by setting αD , max to zero) and highlights the typical end 
tate for a Density-Energy SPH scheme on this problem. Artificial 
urface tension leads to the square deforming and rounding to become
ore circular. 
The bottom row shows the SPHENIX scheme with the artificial 

onduction switch remo v ed; here, αD , min is set to the same value as
D , max = 1. The artificial conduction scheme significantly reduces 

he rounding of the edges, with a rapid impro v ement as resolution
ncreases. The rounding present here only occurs in the first few steps
s the energy outside the square is transferred to the boundary region
o produce a stable linear gradient in internal energy. 

Finally, the central row shows the SPHENIX scheme, which gives 
 result indistinguishable from the maximum conduction scenario. 
his is despite the initial value for the conduction coefficient αD =
, meaning it must ramp up rapidly to achieve such a similar result.
he SPHENIX result here shows that the choices for the conduction
oefficients determined from the Sod tube (Section 5.1) are not only
ppropriate for that test, but apply more generally to problems that
im to capture contact discontinuities. 

.6 2D Kelvin–Helmholtz instability 

he 2D Kelvin–Helmholtz instability is presented below. This 
est is a notable variant on the usual Kelvin–Helmholtz test as it
ncludes a density jump at constant pressure (i.e. yet another contact
iscontinuity). This version of the Kelvin–Helmholtz instability is 
erformed in two dimensions. A recent, significantly more detailed, 
tudy of Kelvin–Helmholtz instabilities within SPH is available in 
ricco ( 2019 ). In this section, we focus on qualitative comparisons
nd how the behaviour of the instability changes with resolution 
ithin SPHENIX . 

.6.1 Initial conditions 

he initial conditions presented here are similar to those in Price
 2008 ), where they discuss the impacts more generally of the
nclusion of artificial conduction on fluid mixing instabilities. This 
MNRAS 511, 2367–2389 (2022) 
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Figure 13. Density map of the standard Kelvin–Helmholtz 2D test at various 
resolutions (different columns, with the number of particles in the volume at 
the top) and at various times (different rows showing times from t = τKH to 
t = 10 τKH ). Despite this being a challenging test for SPH, the instability is 
captured well at all resolutions, with higher resolution levels capturing finer 
details. 
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Figure 14. The same as Fig. 13 , but this time using initial conditions 
with a significantly higher (1:8 instead of 1:2) density contrast. The initial 
instabilities are captured well at all resolution levels, but at the lowest level 
they are rapidly mixed by the artificial conduction scheme due to the lack of 
resolution elements in the low-density region. 
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s set up in a periodic box of length L = 1, with the central band
etween 0.25 < y < 0.75 set to ρC = 2 and v C , x = 0.5, with the outer
egion having ρO = 1 and v O , x = −0.5 to set up a shear flow. The
ressure P C = P O = 2.5 is enforced by setting the internal energies of
he equal mass particles. Particles are initially placed on a grid with
qual separations. This is the most challenging version of this test
or SPH schemes to capture as it includes a perfectly sharp contact
iscontinuity; see Agertz et al. ( 2007 ) for more information. 
We then excite a specific mode of the instability, as in typical SPH

imulations un-seeded instabilities are dominated by noise and are
oth unpredictable and unphysical, preventing comparison between
chemes. 

.6.2 Results 

ig. 13 shows the simulation after various multiples of the Kelvin–
elmholtz time-scale for the excited instability, with τKH given by 

KH = 

(1 + χ ) λ

v̄ 
√ 

χ
(39) 

here χ = ρC / ρO = 2 is the density contrast, ̄v = v I ,x − v O,x = 1 the
hear velocity, and λ = 0.5 the wavelength of the seed perturbation
long the horizontal axis (e.g Hu et al. 2014 ). The figure shows three
NRAS 511, 2367–2389 (2022) 
nitial resolution levels, increasing from left to right. Despite this
eing the most challenging version of the Kelvin–Helmholtz test (at
his density contrast) for a Density-Energy based SPH scheme, the
nstability is captured well at all resolutions, with higher resolutions
llowing for more rolls of the ‘swirl’ to be captured. In particular, the
ate-time highly mixed state shows that with the conduction remo v ed
fter a linear gradient in internal energy has been established, the
PHENIX scheme manages to preserve the initial contact discontinuity
ell. Due to the presence of explicit artificial conduction, SPHENIX

eems to diffuse more than other schemes on this test (e.g. Hu et al.
014 ; Wadsley et al. 2017 ), leading to the erausre of some small-scale
econdary instabilities. 

The non-linear growth rate of the swirls is resolution dependent
ithin this test, with higher-resolution simulations showing faster
rowth of the largest-scale modes. This is due to better capturing of
he energy initially injected to perturb the volume to produce the main
nstability, with higher resolutions showing lower viscous losses. 

Fig. 14 shows a different initial condition where the density
ontrast χ = 8, four times higher than the one initially presented.
ecause SPH is fundamentally a finite mass method, and we use
qual-mass particles throughout, this is a particularly challenging
est as the low-density region is resolved by so few particles. Here,
e also excite an instability with a wavelength λ = 0.125, four

imes smaller than the one used for the χ = 2 test. This value is
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Figure 15. Time evolution of the blob within the supersonic wind at various 
resolution le vels (dif ferent columns; the number of particles in the whole 
volume is noted at the top) and at various times (expressed as a function 
of the Kelvin–Helmholtz time for the whole blob τKH ; different rows). The 
projected density is shown here to enable all layers of the 3D structure to be 
seen. At all resolution levels, the blob mixes with the surrounding medium 

(and importantly mixes phases with the surrounding medium), with higher 
resolution simulations displaying more thermal instabilities that promote the 
breaking up of the blob. 
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hosen for two reasons; it is customary to lower the wavelength of
he seeded instability as the density contrast is increased when grid 
odes perform this test as it allows each instability to be captured
ith the same number of cells at a given resolution level; and also to

nsure that this test is as challenging as is practical for the scheme. 
SPHENIX struggles to capture the instability at very low resolutions 

rimarily due to the lack of particles in the lo w-density flo w (an issue
lso encountered by Price 2008 ). In the boundary region, the artificial
onduction erases the small-scale instabilities on a time-scale shorter 
han their formation time-scale (as the boundary region is so large) 
nd as such they cannot grow efficiently. As the resolution increases, 
o we ver, SPHENIX is able to better capture the linear evolution of the
nstability, ev en capturing turn-o v ers and the be ginning of nonlinear
volution for the highest resolution. 

.7 Blob test 

he Blob test is a challenging test for SPH schemes (see Klein,
cKee & Colella 1994 ; Springel 2005 ) and aims to replicate a

cenario where a cold blob of gas falls through the hot IGM/CGM
urrounding a galaxy. In this test, a dense sphere of cold gas is placed
n a hot, low density, and supersonic wind. Ideally, the blob should
reakup and dissolve into the wind, but Agertz et al. ( 2007 ) showed
hat the inability of traditional SPH schemes to exchange entropy 
etween particles prevents this from occurring. The correct, specific 
ate at which the blob should mix with its surroundings, as well as
he structure of the blob whilst it is breaking up, are unknown. 

.7.1 Initial conditions 

here are many methods to set up the initial conditions for the Blob
est, including some that excite an instability to ensure that the blob
reaks up reliably (such as those used in Hu et al. 2014 ). Here,
e excite no such instabilities and simply allow the simulation to 
roceed from a very basic particle set-up with a perfectly sharp
ontact discontinuity. The initial conditions are dimensionless in 
ature, as the problem is only specified in terms of the Mach number
f the background medium and the blob density contrast. 
To set up the initial particle distribution, we use two-body centred 

ubic lattices, one packed at a high density (for the blob, ρblob = 10)
nd one at low density (for the background medium, ρbg = 1). The
ow-density lattice is tiled four times in the x direction to make a
ox of size 4 × 1 × 1, and at [0.5, 0.5, 0.5] a sphere of radius 0.1
s remo v ed and filled in with particles from the high-density lattice.
he particles in the background region are given a velocity of v bg =
.7 (with the blob being stationary), and the internal energy of the
as everywhere is scaled such that the background medium has a 
ach number of M = 2 . 7 and the system is in pressure equilibrium

verywhere. 

.7.2 Results 

he blob is shown at a number of resolution levels at various times
n Fig. 15 . At all resolution levels, the blob mixes well with the
ackground medium after a few Kelvin–Helmholtz timescales (see 
quation 39 for how this is calculated; here we assume that the
avelength of the perturbation is the radius of the blob). 6 The rate
f mixing is consistent amongst all resolution levels, implying that 
 Note that here the Kelvin–Helmholtz time-scale is 1.1 times the cloud 
rushing time-scale (Agertz et al. 2007 ). 

d  

d
t  

s

he artificial conduction scheme is accurately capturing unresolved 
ixing at lower resolutions. 
The rate of mixing of the blob is broadly consistent with that

f modern SPH schemes and grid codes, ho we ver our set of initial
onditions appear to mix slightly slower (taking around ∼4 − 6 τKH 

o fully mix) than those used by other contemporary works (Agertz
t al. 2007 ; Read & Hayfield 2012 ; Hu et al. 2014 ), possibly due to
he lack of perturbation seeding (see Read et al. 2010 , Appendix B for

ore details). When testing these initial conditions with a scheme 
hat involves a Riemann solver or a Pressure-based scheme (see 
ppendix F), the rate of mixing is qualitatively similar to the one
resented here. SPHENIX is unable to fully capture the crushing of
he blob from the centre outwards seen in grid codes and other SPH
ormulations using different force expressions (Wadsley et al. 2017 ), 
ather preferring to retain a ‘plate’ of dense gas at the initial point of
he blob that takes longer to break up. A potential explanation for this
ifference is some residual surface tension in SPHENIX . In these highly
ynamic situations, it may not be possible for the artificial conduction 
o establish a smooth internal energy profile rapidly enough for small-
cale instabilities on the surface to assist in the breakup of the blob. 
MNRAS 511, 2367–2389 (2022) 

art/stab3166_f15.eps


2380 J. Borrow et al. 

Figure 16. State of the Evrard sphere at t = 0.8 for a resolution of 10 7 particles. A random sub-set of 1/10th of the particles is shown in blue, with the solution 
from a high resolution 1D grid code shown as a purple dashed line. The orange points with error bars show the median within a radial equally log-spaced bin 
with the bar showing one standard deviation of scatter. The shaded band in the background shows the region considered for the convergence test in Fig. 17 . 

Figur e 17. L 1 conver gence for various gas properties for the Evrard collapse 
sphere at t = 0.8. The region considered for convergence here is the purple 
band shown in Fig. 16 . The SPHENIX scheme is shown with the points 
and linear fits in solid, and the same scheme is shown with artificial 
conduction turned off as dotted lines. Artificial conduction significantly 
impro v es conv ergence here as it helps stabilize the thermal properties of 
the initially randomly placed particles. 
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7 HydroCode1D , see https:// github.com/bwvdnbro/ HydroCode1D and the 
SWIFT repository for more details. 
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At low resolutions, it is extremely challenging for the method to
apture the break-up of the blob as there are very few particles in the
ackground medium to interact with the blob due to the factor of 10
ensity contrast. 

.8 Evrard collapse 

he Evrard collapse (Evrard 1988 ) test takes a large sphere of self-
ravitating gas, at low energy and density, which collapses in on
tself, causing an outward moving accretion shock. This test is of
articular interest for cosmological and astrophysical applications as
t allows for the inspection of the coupling between the gravity and
ydrodynamics solver. 
NRAS 511, 2367–2389 (2022) 
.8.1 Initial conditions 

as particles are set up in a sphere with an adiabatic index of γ =
/3, sphere mass M = 1, sphere radius R = 1, initial density profile
( r ) = 1/2 πr , and in a very cold state with u = 0.05, with the
ravitational constant G = 1. These initial conditions are created in a
ox of size 100, ensuring that effects from the periodic boundary are
egligible. Unfortunately, due to the non-uniform density profile, it is
onsiderably more challenging to provide relaxed initial conditions
or use a glass file). Here, positions are simply drawn randomly to
roduce the required density profile. 
The Evrard collapse was performed at four resolution levels, with

otal particle numbers in the sphere being 10 4 , 10 5 , 10 6 , and 10 7 . The
ravitational softening was fixed at 0.001 for the 10 6 resolution level,
nd this was scaled with m 

−1/3 with m being the particle mass for the
ther resolution levels. The simulations were performed once with
rtificial conduction enabled (the full SPHENIX scheme), and once
ith it disabled. 

.8.2 Results 

he highest resolution result (10 7 particles) with the full SPHENIX

cheme is shown in Fig. 16 . This is compared against a high resolution
rid code 7 simulation performed in 1D, and here SPHENIX shows
n excellent match to the reference solution. The shock at around
 = 10 −1 is sharply resolved in all variables, and the density and
elocity profiles show excellent agreement. In the centre of the
phere, there is a slight deviation from the reference solution for
he internal energy and density (balanced to accurately capture the
ressure in this region) that remains even in the simulation performed
ithout artificial conduction (omitted for brevity, as the simulation
ithout conduction shows similar results to the simulation with

onduction, with the exception of the conduction reducing scatter
n the internal energy profile). This is believed to be an artefact of
he initial conditions, ho we ver it was not remedied by performing
imulations at higher resolutions. 

The convergence properties of the Evrard sphere are shown in
ig. 17 . The velocity profile shows a particularly excellent result
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Figure 18. Thermodynamics profiles for the nIFTy cluster at z = 0 with five codes and schemes. The solid lines show those simulated with SWIFT , with the 
blue line showing the full SPHENIX scheme, and the orange line showing SPHENIX without artificial conduction. The dashed lines were extracted directly from 

Sembolini et al. ( 2016 ) and show a modern Pressure-Entropy scheme (G2-anarchy; Schaye et al. 2015 , appendix A), a moving mesh finite volume scheme 
(AREPO; Springel 2010 ), and a traditional SPH scheme (G3-music; Springel 2005 ). 
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ith greater than linear convergence demonstrated. The thermody- 
amic properties show roughly linear convergence. Of particular 
ote is the difference between the convergence properties of the 
imulations with and without artificial conduction; those with this 
eature of SPHENIX enabled converge at a more rapid rate. This
s primarily due to the stabilizing effect of the conduction on the
nternal energy profile. As the particles are initially placed randomly, 
here is some scatter in the local density field at all radii. This
s quickly remo v ed by adiabatic expansion in fa v our of scatter in
he internal energy profile, which can be stabilized by the artificial 
onduction. 

.9 nIFTy cluster 

he nIFTy cluster comparison project, Sembolini et al. ( 2016 ), uses
 (non-radiative, cosmological) cluster-zoom simulation to evaluate 
he efficacy of various hydrodynamics and gravity solvers. The 
riginal paper compared various types of schemes, from traditional 
PH (Gadget; Springel 2005 ) to a finite volume adaptive mesh 
efinement scheme (RAMSES; Teyssier 2002 ). The true answer for 
his simulation is unknown, but it is a useful case to study the different
haracteristics of various hydrodynamics solvers. 

In Fig. 18 , the SPHENIX scheme is shown with and without
rtificial conduction against three reference schemes from Sembolini 
t al. ( 2016 ). Here, the centre of the cluster was found using the
ELOCIraptor (Elahi et al. 2019 ) friends-of-friends halo finder, and 

he particle with the minimum gravitational potential was used as the 
eference point. 

The gas density profile was created using 25 equally log-spaced 
adial bins, with the density calculated as the sum of the mass within
 shell divided by the shell volume. SPHENIX scheme shows a similar
ow-density core as AREPO, with the no conduction scheme resulting 
n a cored density profile similar to the traditional SPH scheme from
embolini et al. ( 2016 ). 
The central panel of Fig. 18 shows the ‘entropy’ profile of the

luster; this is calculated as T n −2 / 3 
e with n e the electron density

assuming primordial gas, this is n e = 0.875 ρ/ m H with m H the
ass of a hydrogen atom) and T the gas temperature. Each was

alculated individually in the same equally log-spaced bins as the 

u  
ensity profile, with the temperature calculated as the mass-weighted 
emperature within that shell. The rightmost panel shows this mass- 
eighted temperature profile, with SPHENIX showing slightly higher 

emperatures in the central region than AREPO, matching G2- 
narchy instead. This high-temperature central region, along with 
 low-density centre, lead to the ‘cored’ (i.e. flat, with high values of
ntropy, at small radii) entropy profile for SPHENIX . 

The cored central entropy profile with SPHENIX is attained pri- 
arily due to the artificial conduction scheme and is not due to the

ther impro v ements o v er the traditional SPH base scheme (including
or example the artificial viscosity implementation). We note again 
hat there was no attempt to calibrate the artificial conduction 
cheme to attain this result on the nIFTy cluster, and any and all
arameter choices were made solely based on the Sod shock tube in
ection 5.1. 
In Fig. 19 , a projected mass-weighted temperature image of 

he cluster is shown. The image demonstrates how the artificial 
onduction present in the SPHENIX scheme promotes phase mixing, 
esulting in the cored entropy profile demonstrated in Fig. 18 . 

The temperature distribution in the SPH simulation without 
onduction appears noisier, due to particles with drastically dif- 
erent phases being present within the same kernel. This shows 
ow artificial conduction can lead to sharper shock capture as 
he particle distribution is less susceptible to this noise, enabling 
 cleaner energy transition between the pre- and post-shock 
egion. 

 C O N C L U S I O N S  

e have presented the SPHENIX SPH scheme and its performance 
n seven hydrodynamics tests. The scheme has been demonstrated 
o show convergent (with resolution) behaviour on all these tests. In
ummary: 

(i) SPHENIX is an SPH scheme that uses Density-Energy SPH as a
ase, with added artificial viscosity for shock capturing and artificial 
onduction to reduce errors at contact discontinuities and to promote 
hase mixing. 
(ii) A no v el artificial conduction limiter allows SPHENIX to be

sed with energy injection feedback schemes (such as those used in
MNRAS 511, 2367–2389 (2022) 
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Figure 19. Image of the nIFTY cluster, as a projected mass-weighted 
temperature map, shown for the SPHENIX scheme with (top) and without 
artificial conduction enabled (bottom). The image shows a 5 Mpc wide view, 
centred on the most bound particle in the halo. 
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AGLE) by reducing conduction across shocks and other regions
here the artificial viscosity is acti v ated. 
(iii) The artificial viscosity and conduction scheme coefficients

ere determined by ensuring good performance on the Sod Shock
ube test, and remain fixed for all other tests. 

(iv) The modified Inviscid SPH (Cullen & Dehnen 2010 ) scheme
aptures strong shocks well, ensuring energy conservation, as shown
y the Sedov-Taylor blastwa ve test, b ut the smooth nature of SPH
revents rapid convergence with resolution. 
(v) The use of the Balsara ( 1989 ) switch in SPHENIX was shown

o be adequate to ensure that the Gresho–Chan vortex is stable.
NRAS 511, 2367–2389 (2022) 
onvergence on this test was shown to be faster than in Cullen &
ehnen ( 2010 ). 
(vi) The artificial conduction scheme was shown to work ade-

uately to capture thermal instabilities in both the Kelvin-Helmholtz
nd Blob tests, with contact discontinuities well preserved when
equired. 

(vii) SPHENIX performed well on both the Evrard collapse and
IFTY cluster problems, showing that it can couple to the FMM
ravity solver in SWIFT and that the artificial conduction scheme can
llow for entropy cores in clusters. 

(viii) SPHENIX is implemented in the SWIFT code and is available
ully open source to the community. 

SPHENIX hence achieves its design goals; the Lagrangian nature of
he scheme allows for excellent coupling with gravity; the artificial
onduction limiter allows the injection of energy as in the EAGLE
ub-grid physics model; and the low cost-per-particle and lack of
atrices carried on a particle-by-particle basis provide for a very

imited computational cost (see Borrow et al. 2019 , for a comparison
f computational costs between a scheme like SPHENIX and the
IZMO-like schemes also present in SWIFT ). 

OFTWARE  C I TAT I O N S  

his paper made use of the following software packages: 

(i) SWIFT (Schaller et al. 2018 ) 
(ii) PYTHON (van Rossum & Drake Jr 1995 ), with the following

ibraries 

(a) NUMPY (Harris et al. 2020 ) 
(b) SCIPY (SciPy 1.0 Contributors et al. 2020 ) 
(c) NUMBA (Lam, Pitrou & Seibert 2015 ) 
(d) MATPLOTLIB (Hunter 2007 ) 
(e) SWIFTSIMIO (Borrow & Borrisov 2020 ) 
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PPENDI X  A :  PA RTI CLE  COSTS  

ifferent SPH models require different information stored per 
article. Compared to a basic, ‘Traditional’ SPH model, SPHENIX 

equires a small amount of extra data to store things like the particle-
arried artificial conduction and viscosity coefficients. The amount 
f data required increases for more complex models, such as those
aking use of the full shear tensor, like Wadsley et al. ( 2017 ), or

dditional corrections, lik e Rossw og ( 2020b ). SPH models using
n Arbitrary Lagrangian-Eulerian (ALE) framework (see Vila 1999 ) 
equire even more information as the particles carry flux information 
or use in the Riemann solver. 

The amount of data required to store a single element in memory
s of upmost importance when considering the speed at which a
imulation will run. SPH codes, and SWIFT in particular, are bound
y the memory bandwidth available, rather than the costs associated 
ith direct computation. This means any increase in particle cost 

orresponds to a linear increase in the required computing time for
imulation; this is why keeping the particles lean is a key requirement
f the SPHENIX model. Additionally, in large simulations performed 
 v er man y nodes, the bandwidth of the interconnect can further
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Figure A1. Cost per particle (in bytes) for four different hydrodynamics 
models (see text for details). Percentages are gi ve relati ve to the Traditional 
(similar to GADGET-2 , with no artificial conduction and fixed artificial 
viscosity coefficients) model. 
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ecome a limitation and hence keeping the memory cost of particles
ow is again beneficial. 

In Fig. A1 , we show the memory cost of four models: Traditional
PH (similar to to the one implemented in GADGET-2 ; Springel 2005 ),
PHENIX , a model with the full shear matrix, and a SPH-ALE model
imilar to GIZMO-MFM (Hopkins 2015 ), all implemented in the
WIFT framework. We see that SPHENIX only represents a 25 per cent
ncrease in memory cost per particle for significant impro v ement
 v er the traditional model. 

PPENDIX  B:  C O N D U C T I O N  SPEED  

he conduction speed (equation 26) in SPHENIX was primarily se-
ected for numerical reasons. In a density-based scheme, it is common
o see significant errors around contact discontinuities where there
re large changes in density and internal energy simultaneously to
roduce a uniform pressure field. In Fig. 3 , we demonstrated the
erformance of the SPHENIX scheme on one of these discontinuities,
resent in the Sod Shock. 
In Fig. B1 , we zoom in on the contact discontinuity, this time using

lass files for the base initial conditions (of resolution 32 3 and 64 3 ),
igure B1. The pressure contact discontinuity in the Sod Shock (Fig. 3 ) at a resolu
BCC) lattices (this leads to significantly increased particle disorder, but more eve
ere, we show a zoomed-in representation of all particles (blue points) against the a

t the same time t = 0.2, but with different forms for the conduction velocity (see t

NRAS 511, 2367–2389 (2022) 

 20
llowing for a more even distribution of particles along the horizontal
xis. We use five different models, 

(i) SPHENIX , the full SPHENIX model using the conduction speed
rom equation (26). 

(ii) Pressure term, which uses only the pressure-based term from
quation (26). 

(iii) Velocity term, which only uses the velocity-based term from
quation (26). 

(iv) No conduction, which sets the conduction speed to zero. 
(v) Max conduction, which sets αD to unity everywhere, and uses

he conduction speed from equation (26). 

The first thing to note here is that the pressure term provides the
ast majority of the conduction speed, highlighting the importance of
his form of bulk conduction in SPHENIX and other models employing
 density-based equation of motion. Importantly, the conduction
llows for the ‘pressure blip’ to be reduced to a level where there is
o longer a discontinuity in pressure (i.e. there is a smooth gradient
ith x ). Although the velocity term is able to marginally reduce the

ize of the blip relative to the case without conduction, it is unable
o fully stabilize the solution alone. Pressure blips can lead to large
ressure differences between individual particles, then leading to
he generation of a divergent flow around the point where the contact
iscontinuity resides. This is the primary moti v ation for the inclusion
f the velocity divergence-based term in the conduction speed. Along
ith the conduction limiter (see equation 28 for the source term), if

here is a large discontinuity in internal energy that is generating
 divergent flow (and not one that is expected to do so, such as a
hock), the velocity-dependent term can correct for this and smooth
ut the internal energy until the source of divergence disappears. 

1 Alternati v e conduction speeds 

he SPHENIX conduction speed (equation 26) contains two compo-
ents: one based on pressure differences and one based on a velocity
omponent. In SPHENIX , as in a number of other models, this velocity
omponent really encodes compression or expansion along the axis
etween particles. 

The moti v ation for some alternati ve schemes (e.g. those presented
n Wadsley et al. 2008 , 2017 ) is shear between particles. To test
f we see significant differences in our tests, we formulate a new
onduction speed, 

 D,ij = 

αD,ij 

2 

( 

| � v ij × � x ij | 
| � x ij | + 

√ 

2 
| P i − P j | 

ˆ ρj + ˆ ρj 

) 

, (B1) 
tion of 32 3 and 64 3 , but using glass files instead of the Body Centered Cubic 
nly distributes particles in the x direction enabling this figure to be clearer). 
nalytical solution (purple dashed line). Each sub-figure shows the simulation 
ext for details). 
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Figure B2. Reproduction of Fig. 18 but including the line (red) for the version of SPHENIX performed with an explicit shear component in the conduction speed. 
We see no qualitative differences between the two models, with them both providing an entropy core at a similar level. 

Figure B3. Kelvin–Helmholtz test with a density contrast of ρC = 2 as 
in Fig. 13 , shown at t = 2 τKH (top) and t = 4 τKH (bottom). We show on 
the left the simulation with the shear-based conduction speed, and again the 
compression-based speed on the right. No significant qualitative differences 
are seen between the two models. 
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hich focuses on capturing the shear component of the velocity 
etween two particles. 

We again test this new formulation on some of our example 
roblems. First, the nIFTy cluster, presented in Fig. B2 , shows
ittle difference between the two formulations, with both providing 
 solution similar to other modern SPH schemes and grid codes. 

The Kelvin–Helmholtz test again shows little difference (Fig. B3 ), 
lthough there is a slightly increased growth rate of the perturbation 
t late times for the shear formulation. 
We find no discernible difference between the two formulations on 
he blob test, as this is mainly limited by the choice of Density-SPH
s the base equation of motion to correctly capture the initial breakup
f the blob from the centre outwards. 

PPENDI X  C :  M A I N T E NA N C E  O F  

Y D R  OSTATIC  B  A L A N C E  

he form of the conduction speed used in SPHENIX based on pressure
ifferences (equation 26) has been conjectured to not allow for the
aintenance of a pressure gradient against some external body force 

for example a halo in hydrostatic equilibrium; Sembolini et al. 2016 ).
he main concern here is that the pressure difference form of the
onduction speed may allow thermal energy to travel down into the
ravitational potential, heating the central regions of the halo. As 
PHENIX uses an additional limiter (equation 28 for the source term)
hat only acti v ates conduction in regions where the internal energy
radient cannot be represented by SPH anyway, this may be less of a
oncern. Additionally, there will be no conduction across accretion 
hocks due to the limiter in equation (33). 

In Fig. C1 , we show an idealized simulation of an adiabatic halo
ith an NFW (Navarro, Frenk & White 1996 ) dark matter density
rofile, and gas in hydrostatic equilibrium. The halo uses a fixed NFW 

otential in the background, with a mass of 10 13 M 
, concentration
.2, and a stellar bulge fraction of 1 per cent. The halo has a gas mass
f 1.7 × 10 12 M 
, resolved by 1067 689 particles with varying mass
rom 10 5 to 1.7 × 10 12 M 
 with the highest resolution in the centre.

The gas in the halo is set up to be isothermal, following (Stern
t al. 2019 ), 

d ln P 

d ln r 
= −γ

v 2 c 

c 2 s 
(C1) 

here v c is the circular velocity of the halo. The condition used to set
he initial temperatures is v c = c s , and to get the correct normalization
or pressure and density the gas fraction at R 500, crit is used following
ebackere, Schaye & Hoekstra ( 2020 ). 
Fig. C1 shows that there is little difference between the result

ith conduction, and without it. There is a small offset in the
entre where the simulation with conduction has a slightly higher 
nergy and slightly lower density, giving a very small overall offset
n pressure. This figure is shown at t = 5 Gyr, much longer than
MNRAS 511, 2367–2389 (2022) 
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Figure C1. Profiles of the idealized NFW halo (of mass ≈10 13 M 
, at a gas particle mass resolution of 10 5 M 
) at t = 5 Gyr after the initial state. Blue points 
sho w e very particle in the simulation without artificial conduction enabled, with orange sho wing the simulation with conduction enabled. Here, the conduction 
can allow for a reduction in the scatter in internal energy without leading to significant conduction into the centre. The offset seen in the centre of about a factor 
of 1.5 × originates from the smoothing of the kink around ≈0.7 kpc during the initial settling of the halo, and remained stable from that point at around ≈t = 

0.5 Gyr until the end of the simulation. 
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ny realistic cluster of a similar mass would go without accretion
r some other external force perturbing the pressure profile anyway.
inally, the conduction allows the noisy internal energy distribution
and additionally density distribution) to be normalized o v er time
hanks to the inclusion of the pressure differencing term. 

PPENDIX  D :  SEDOV  BLAST  

n Fig. 6 , we presented the convergence properties of the Sedov
last with the SPHENIX scheme. The scheme only demonstrated
onvergence as L 1 ( v) ∝ h ∼0.5 , which is much slower than the
 xpected conv ergence rate of L 1 ∝ h 1 for shock fronts in SPH (that
s demonstrated and exceeded in the Noh problem in Fig. 11 ). This
s, ho we ver, simply an artefact of the way that the convergence is
easured. 
igure D1. The density profile of the Sedov blasts initially presented in Fig. 6 . Th
ashed line the analytical prediction, and the orange points binned means with err
hich the convergence properties were measured. The text at the top notes the tota

NRAS 511, 2367–2389 (2022) 
In Fig. D1 , we show the actual density profiles of the shock front,
y resolution (increasing as the subfigures go to the right). Note here,
hat the width of the shock front (from the particle distribution to the
ight of the vertical line to the vertical line in the analytical solution)
oes converge at the expected rate of L 1 ∝ 1/ n 1/3 ∝ h with n the
umber of particles in the volume (in 3D). 
The Sedov blast, unlike the Noh problem and Sod tubes, does not

im to reproduce a simple step function in density and velocity, but
lso a comple x, e xpanding, post-shock re gion. The L 1 conv ergence
s measured ‘vertically’ in this figure, but it is clear here that the
ertical deviation from the analytical solution is not representative
f the ‘error’ in the properties of a given particle, or in the width of
he shock front. Small deviations in the position of the given particle
ould result in changes of orders of magnitude in the value of the L 1 

orm measured for it. 
e blue points show the positions of every particle in the volume, the purple 
or bars showing one standard deviation. The shaded band is the region over 
l number of particles in each volume. 
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Because of this, and because we have demonstrated in other 
ections that SPHENIX is able to converge on shock problems at 
aster than first order, we believe the slow convergence on the Sedov
roblem to be of little importance in practical applications of the 
cheme. 

PPEN D IX  E:  C O N D U C T I O N  IN  T H E  N O H  

ROBLEM  

n Section 5.4, we presented the Noh problem and showed that the
PHENIX scheme (like other SPH schemes in general) struggles to 
apture the high density in the central region due to so-called ‘wall
eating’. 
The SPHENIX scheme includes a switch to reduce artificial con- 

uction in viscous flows. This is, as presented in Section 4, to allow
or the capturing of energetic feedback events. It does, however, 
ead to a minor downside; the stabilizing effect of the conduction 
n these shocks is almost completely remo v ed. Usually, the artificial
onduction lowers the dispersion in local internal energy values, and 
ence pressures, allowing for a more regular particle distribution. 

In Fig. E1 , we show three re-simulations of the Noh problem
at 256 3 resolution) with three separate schemes. The first, the full
PHENIX scheme, is simply a lower resolution version of Fig. 10 . The
econd, ‘No Conduction Limiter’, is the SPHENIX scheme, but with 
quation (34) remo v ed; i.e. the particle-carried artificial conduction 
oefficient depends solely on the local internal energy field (through 
 

2 u and equation (28)), instead of also being mediated by the velocity
ivergence field. The final case, ‘Fixed αD = 1.0’, shows the case 
here we remo v e all conduction switches and use a fixed value

or the conduction αD of 1.0. The former two look broadly similar,
uggesting that the post-shock region is not significantly affected by 
he additional SPHENIX conduction limiter. 

The final panel, ho we ver, sho ws the benefits available to a
ypothetical scheme that can remo v e the artificial conduction switch; 
he central region is able to hold a significantly higher density thanks
o energy being conducted out of this region, allowing the pressure
o regularize. In addition to the above, this case shows significantly 
eaker spurious density features (recall that the post-shock, high- 
ensity, region should have a uniform density) because these have 
een regularized by the conduction scheme. 

We present this both to show the drawbacks of the SPHENIX 

rtificial conduction scheme, and to show the importance of demon- 
trating test problems with the same switches that would be used in
 production simulation. 
PPENDI X  F:  B L O B  TEST  

n Fig. 15 , we demonstrated the performance of the SPHENIX scheme
n an example ‘blob’ test. Here, we sho w ho w the same initial
onditions are evolved using two schemes: a ‘traditional SPH’ 
cheme with fixed artificial viscosity ( αV = 0.8) and no artificial
onduction (e.g. Monaghan 1992 ), 9 and a SPH-ALE (Vila 1999 )
cheme similar to GIZMO-MFM 

10 (Hopkins 2015 ) with a dif fusi ve
lope limiter. This is in an effort to demonstrate how the initial
onditions are evolved with a minimally viable non-dif fusi ve scheme, 
hrough to what could be considered the most dif fusi ve viable
cheme. 

Fig. F1 shows the result of the blob test with the traditional SPH

 The minimal scheme in SWIFT . 
0 The gizmo-mfm scheme in SWIFT with a HLLC Riemann solver. 
cheme. Here, as expected, there is a severe lack of mixing, with the
rtificial surface tension holding the blob together even at the highest
esolutions. The lack of phase mixing also contributes to a lack of
 v erall mixing, with the stripped trails (shown most clearly at t =
 τKH ) adiabatically expanding but crucially remaining distinct from 

he hot background medium. 
Fig. F2 shows the result of the blob test with the SPH-ALE

GIZMO-MFM) scheme. This scheme is known to be highly dif- 
usive (due to the less conserv ati ve slope limiter employed in the
WIFT implementation). This follows closely the results seen in e.g. 
gertz et al. ( 2007 ) for dif fusi ve grid-based codes. Here, the blob

s rapidly shattered, and then dissolves quickly into the surrounding 
edia, especially at the lowest resolutions. 
The SPHENIX results in Fig. 15 showed that the blob mixed with

he surrounding media, but at a less rapid rate than in the SPH-ALE
ase. This is somewhat e xpected, giv en the trade-off required in the
rtificial conduction switches (equation 34). We do note, ho we ver,
hat no analytical solution exists for the blob test, and as such all of
hese comparisons may only be made qualitatively. 

In Fig. F3 , we examine the effect of removing the conduction lim-
ter from the SPHENIX implementation (i.e. equation 34 is remo v ed,
llowing αD to vary irrespective of the values of αV ). We see that the
nclusion of the limiter does slightly reduce the rate of initial mixing
ithin the blob, but that the effect of the limiter is not particularly

trong within this case. 
MNRAS 511, 2367–2389 (2022) 
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Figure E1. Density slice through the centre of the Noh problem (analogue of Fig. 10 ) shown for three different artificial conduction schemes (see text). The 
colour bar is shared between all, and they all use the same, 256 3 , initial condition, and are also all shown at t = 0.6. The case with the fixed, high, conduction 
coefficient (right) shows the smallest deviation in density in the centre, as the conduction can treat the wall heating present in this test. 
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Figure F1. A repeat of Fig. 15 but using a ‘traditional’ SPH scheme without 
dif fusi ve switches. 
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Figure F2. A repeat of Fig. 15 but using an SPH-ALE scheme with a dif fusi ve 
slope limiter. Note, ho we ver, that this is one step lower in resolution, due to 
the additional computational cost required to perform a simulation including 
a Riemann solver. 
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Figure F3. The evolution of a single blob (using the medium resolution, 2116 547 particle, initial conditions from Fig. 15 ), to illustrate the effect of turning off 
the conduction limiter (equation 34; bottom row) in comparison to the full SPHENIX scheme (top row). The limiter suppresses some of the initial mixing during 
the cloud crushing, but does not cause significant qualitative changes in the mixing of the cloud. 
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