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Abstract—Context : Several tertiary studies have criticized the reporting of software engineering secondary studies. Objective: Our
objective is to identify guidelines for reporting software engineering (SE) secondary studies which would address problems observed in
the reporting of software engineering systematic reviews (SRs). Method : We review the criticisms of SE secondary studies and identify
the major areas of concern. We assess the PRISMA 2020 (Preferred Reporting Items for Systematic Reviews and Meta-Analyses)
statement as a possible solution to the need for SR reporting guidelines, based on its status as the reporting guideline recommended by
the Cochrane Collaboration whose SR guidelines were a major input to the guidelines developed for SE. We report its advantages and
limitations in the context of SE secondary studies. We also assess reporting guidelines for mapping studies and qualitative reviews, and
compare their structure and content with that of PRISMA 2020. Results: Previous tertiary studies confirm that reports of secondary
studies are of variable quality. However, ad hoc recommendations that amend reporting standards may result in unnecessary duplication
of text. We confirm that the PRISMA 2020 statement addresses SE reporting problems, but is mainly oriented to quantitative reviews,
mixed-methods reviews and meta-analyses. However, we show that the PRISMA 2020 item definitions can be extended to cover the
information needed to report mapping studies and qualitative reviews. Conclusions: In this paper and its Supplementary Material, we
present and illustrate an integrated set of guidelines called SEGRESS (Software Engineering Guidelines for REporting Secondary
Studies), suitable for quantitative systematic reviews (building upon PRISMA 2020), mapping studies (PRISMA-ScR), and qualitative
reviews (ENTREQ and RAMESES), that addresses reporting problems found in current SE SRs.

Index Terms—evidence-based software engineering, reporting guidelines, systematic reviews, quality reviews, mapping studies,
mixed-methods reviews, threats to validity, risk of bias, quality assessment, PRISMA 2020

✦

1 INTRODUCTION

THE goal of this article is to introduce and justify the
SEGRESS guidelines that we have developed for re-

porting secondary studies in software engineering (SE). The
SEGRESS guidelines are based on the PRISMA 2020 standard,
which was developed to support the reporting of medical
and healthcare-related systematic reviews.

The main reason for developing SEGRESS was to ad-
dress criticisms of SE systematic review reports raised
in recent tertiary studies (see Budgen et al. [1], Zhou et
al. [2], Ampatzoglou et al. [3], Yang et al. [4]). Criticisms
include problems in finding the information required, such
as recommendations [1], lack of standards for assessing the
validity of secondary studies ( [2] and [3]), and problems with
study quality assessment [4]. In Section 2, we summarise the
criticisms reported in these studies in more detail. This both
justifies the need for SE reporting guidelines that are suitable
for software engineering researchers, and also identifies
essential information that such guidelines need to ensure is
reported.

In Section 3, we introduce the PRISMA 2020 statement,
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which is the current international standard for reporting SRs
in healthcare. Since the original SE guidelines for software
engineering systematic reviews ( [5], [6]) were based on
healthcare guidelines, it seems plausible that PRISMA 2020
could be of use to SE researchers. In this section, we confirm
that once the terminology used in PRISMA 2020 is explained,
it addresses all the issues raised in Section 2.

However, the developers of PRISMA 2020 make it clear
that the statement is intended for quantitative SRs, mixed-
method reviews, and meta-analysis. This limitation on the
scope of PRISMA 2020 is a major barrier to its adoption
by researchers in software engineering, because secondary
studies in SE are often mapping studies (i.e., secondary
studies that aim to classify the literature related to a research
topic) or qualitative reviews (i.e., secondary studies that use
qualitative methods to synthesize primary study results) [7].
To overcome this limitation, we have developed SEGRESS as
an extension of PRISMA 2020 that incorporates guidelines
for mapping studies and qualitative reviews.

In Section 4, we show that mapping studies can be re-
ported using PRISMA 2020 by omitting some of the standard
items related to risk of bias (i.e., quality assessment and
certainty assessment), and providing extended explanations
to confirm that the synthesis for mapping studies is restricted
to simple charts and category counts.

It is much more difficult to provide standards for re-
porting qualitative reviews than for mapping studies, not
least because there is no definitive standard for conducting
qualitative systematic reviews. However, in Section 5, we
introduce two guidelines that have been developed to report
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qualitative systematic reviews. We show that the specific
items in these reporting guidelines relate to the PRISMA
2020 items, and confirm that the preliminary guidelines for
reporting qualitative studies can be integrated with PRISMA
2020.

In Section 6, we present the SEGRESS (Software Engineer-
ing Guidelines for REporting Secondary Studies) guidelines,
which are based on the PRISMA 2020 statement and have
definitions of the items that have been extended to make
them suitable for mapping studies and qualitative reviews.
To support the use of the guidelines and to provide some
initial validation of their value, we provide Supplementary
Material [8] that includes extended explanations of each item
and examples of how the items can be reported taken from
existing quantitative and qualitative software engineering
secondary studies. The material also includes a hypothetical
running example (based on revising an existing SE SR) to
illustrate how related information reported in different parts
of a SR report need to be organized. We discuss our results
and present our recommendations for reporting SE secondary
studies in Section 7.

The main research questions and research goals addressed
in this article and the procedures used to develop SEGRESS
are reported in different sections of this article and its
Supplementary Material [8]. The main issues addressed
by each section are shown in Table 1. Readers who are
interested primarily in SEGRESS may find it useful to
read Section 3 and Section 6 before looking at Section 2,
Section 4 and Section 5, which explain the development of
SEGRESS. It is important to read Section 3 before looking
at the SEGRESS guidelines in order to understand the
terminology used in PRISMA 2020 which we have adopted
in SEGRESS. We also strongly recommend consulting the
Supplementary Material [8] when trying to use the SEGRESS
guidelines. The additional explanations and examples are
critical to understanding how to apply the guidelines.

2 TERTIARY STUDIES CRITICIZING SR REPORTING
PRACTICES

In this section, we discuss four recent SE tertiary studies that
discussed SR reporting practices in software engineering.

2.1 General Reporting Issues

Budgen et al. [12] undertook a tertiary study to investigate
the extent to which secondary studies in software engineer-
ing provided results that could be used for industrial or
educational purposes. To address this issue, they selected
and studied 178 SE systematic reviews published between
2010 and 2015. As a result of studying those reviews, they
identified a set of 12 “lessons learned” that were aimed
at identifying good practice for reporting SE systematic
reviews [1].

They reviewed the SRs included in their tertiary study in
the context of the DARE1 (Database of Attributes of Reviews
of Effects) assessment criteria:

1) Are the review’s inclusion and exclusion criteria de-
scribed and appropriate?

1. https://www.crd.york.ac.uk/CRDWeb/

2) Is the literature search likely to have covered all relevant
studies?

3) Did the reviewers assess the quality/validity of the
included studies?

4) Were basic data/studies adequately described?
5) Were the included studies synthesised?

Budgen et al. organized their lessons against the five
DARE criteria together with one other criterion related to
their goal of identifying any conclusions which could be
used as guidelines for education or industry practice. Based
on the 12 lessons, they specify nine items they consider to be
essential information to specify in an SR report. These items
are shown in Table 2, which specifies the SR issue of concern
in column 1 and the information that should be reported in
column 2. We also map the issues to items in the PRISMA
2020 statement in column 3, which we discuss in Section 3.

Budgen et al.’s study makes it clear both that there are
problems with reporting the conduct and results of many SR
processes, and that it would be useful to have a well-defined
structure for a secondary study report so that authors know
what information to provide in each section, and readers
know where to look for particular pieces of information.

2.2 Reporting Threats to Validity
Both Zhou et al. [2] and Ampatzoglou et al. [3] criticized the
reporting of threats to validity in SE secondary studies.

Zhou et al. [2] investigated the threats to validity reported
in systematic reviews published from 2004 to mid-2015. They
found 316 secondary studies of which they identified 178
as SRs, 132 as systematic mapping studies, and six as meta-
analyses. From each paper (including mapping studies), they
extracted the reported threats to validity and classified them
against the standard threats to validity for empirical studies
(construct, internal, external, conclusion, content, concurrent,
predictive, statistical). They also identified the stated impact
of each threat and the mitigation action adopted. They
concluded that while most SRs reported internal validity and
reliability issues, few reported construct validity and external
validity issues. Additionally, they reported that methods for
addressing threats to validity were seldom reported.

Ampatzoglou et al. [3] performed a study very similar
to [2]. They identified 449 secondary studies from the time
period 2007-2016, including both systematic reviews and
mapping studies. They found 165 papers reporting threats
to validity. From both the data they collected and the
consideration of the SE systematic review process guidelines,
they constructed a checklist of 22 threats to validity in
systematic reviews grouped into three major categories:
Study Selection, Data Validity, Research Validity. For each
threat, they identified one or more mitigation actions. They
used a panel of experts to assess the relative effectiveness
of the different mitigation actions. They recommend their
checklist to authors of secondary studies both to identify
potential threats and to report threats to validity. They also
suggest that readers, including reviewers, should use the
checklist to assess the validity of secondary studies.

Ampatzoglou et al. [3] make a very good point that classic
threats to validity, as described in the social sciences (see, for
example, [13]), are not generally applicable to systematic
reviews. However, their approach has some limitations
(which are shared by Zhou et al.’s study), in particular:

https://www.crd.york.ac.uk/CRDWeb/
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TABLE 1
SEGRESS Development

Research Question or Goal Research Approach Outcome

Do we need SR reporting standards? Review critiques of SE SRs and identify critical
reporting issues.

Yes, we need reporting standards. See Section 2
and the summary of results in Table 2.

Is PRISMA 2020 (the medical and health
care standard) a possible solution?

We reviewed the scope of PRISMA 2020 and
confirmed that it addresses problems reported
in Section 2.

Yes PRISMA 2020 is a possible standard, see Sec-
tion 3.1, but PRISMA 2020 is of limited value
for SE because of SR type restrictions. In addi-
tion, it requires understanding of terminology
related to Risk of Bias and Quality of Evidence,
see Section 3.3.

Can PRISMA 2020 be adapted for Map-
ping Studies?

All three authors independently assessed
whether PRISMA for scoping reports (PRISMA-
ScR) could be used for mapping studies and
could be mapped to PRISMA 2020.

We agreed it was possible. See Section 4.1 for our
methodology and Section 4.2 and Table 5 for the
main results.

Can PRISMA 2020 be adapted to support
Qualitative Reviews?

All three authors independently assessed
whether two proposed standards for reporting
qualitative reviews (ENTREQ [9] and RAME-
SES [10]) could be mapped to PRISMA 2020.

We agreed it was possible, but the special require-
ments of qualitative reviews need to be under-
stood, see Section 5.1. See Section 5.2.1, Table 7
and Table 8 for our assessment methodology and
results.

Develop the SEGRESS checklist Update PRISMA 2020 items with descriptions
that apply to Mapping Studies and Qualitative
Studies based on Table 5, Table 7 and Table 8

SEGRESS development is reported in Section 6.1,
and the SEGRESS checklist is reported in Table 9.
A preliminary validation of SEGRESS is reported
in Section 6.2

Provide additional practical support for
SEGRESS users.

Provide extended explanations suitable for for
SE researchers based on PRISMA 2020 [11] and
standards for qualitative reviews ( [10] and [9])
together with SE related examples.

See the Supplementary Material [8].

TABLE 2
Essential Information For Systematic Review Reports [1]

Review
aspect

Information Required PRISMA
item
(Section 3)

Inclusion/
Exclusion

The rules for both inclusion and exclu-
sion should be clearly stated.

5

Inclusion/
Exclusion

How the rules were applied, and any dif-
ference between reviewers were resolved
should be described.

8

Inclusion/
Exclusion

The number of papers remaining at each
stage of selection should be reported.

16a

Searching All of the search mechanisms used
should be clearly reported.

6, 7

Searching The period covered by the search should
be explicitly stated, and the dates when
any searches were performed should be
reported.

5, 6

Quality As-
sessment

When performed, the intended use as
well as the checklist items should be
reported.

13e, 13f, 15

Quality As-
sessment

How quality assessment was under-
taken, and how any differences between
reviewers were resolved needs to be
explained.

11, 15

Synthesis Where performed, the form of the syn-
thesis adopted for specific research ques-
tions should be described, and the rea-
sons for its use should be given.

13a

Outcomes Key findings should be clearly reported,
together with any information related to
the “strength of evidence” that applies
to them.

22, 23b,
23d

1) The information the researchers extracted answered the
question “What threats to validity are reported”, it does
not answer the question “What threats to validity should
be reported”.

2) As noted by Ampatzoglou et al., systematic review

guidelines were explicitly designed to mitigate many
threats to validity in secondary studies, for example,
requiring extensive searches to avoid publication bias,
and having multiple reviewers independently address
tasks such as searching, selection, data collection and
quality assessment to avoid researcher bias. Furthermore,
the SR methodology should be reported in the Methods
section, which should also specify and justify any
planned deviations from SR process guidelines. Thus,
Ampatzoglou et al. may have under-estimated the extent
to which SE researchers have actually avoided many
threats to validity.

3) There was no explicit consideration of the difference
between a systematic review and a mapping study,
although many threats to validity may be different. For
example, among Data Validity threats, Ampatzoglou et
al. include The selection of classification system is biased
which is a mapping study issue, and among Research
Validity threats they include Lack of comparable studies,
that is a quantitative systematic review issue that is
irrelevant for mapping studies which do not investigate
the outcomes of empirical studies.

The practical problem of adopting Ampatzoglou et al.’s
recommendations is that a checklist is supposed to represent
a complete set of items that must all be addressed. However,
attempts to apply the complete checklist in an isolated
Threats to Validity section can lead to duplicate reporting of
issues that may have already been covered in the Methods
and Results sections. This can be seen in Ampatzoglou et al.’s
paper by comparing their Methodology Section (Section 3)
with the content of their Threats to Validity Section (Section
7). For example, they report both their search strings and
the fact that they checked their set of studies against other
tertiary studies in both their description of their tertiary
study search process (Section 3.2) and in their discussion of
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threats to validity (Section 7.1).
Our review of [2] and [3], provides support for Budgen

et al.’s call for a well-defined structure for SR reports. In
addition, it seems necessary to have:

• A theoretical rationale for what we should and should
not report in a threats to validity section. For example,
it should include only issues that have not been fully
explained in other parts of the paper.

• An approach to reporting validity threats for sys-
tematic reviews and mapping studies that properly
reflects their differences and similarities. For example,
since mapping studies do not synthesize the outcomes
of primary studies, there can be no threats to va-
lidity associated with statistical meta-analysis such
as primary study heterogeneity, publication bias, or
generalizability.

2.3 Quality Assessment

Yang et al. [4] performed a tertiary study to assess the use
of quality assessment in SE SRs which updated the results
of a previous study [14] and covered the period 2004-2013.
Their review included 241 SRs published between 2004 and
2018 that used a quality assessment instrument. They report
that the use of qualitative assessment had improved since
their first tertiary study. In particular, they conclude that “the
aims of quality assessment are more concise, the instruments
used are more diverse and rigorous and the criteria more
thoughtful”.

Yang et al. investigated why researchers assessed primary
study quality and found that 46 primary studies did not
explain why they had collected quality assessment data.
They identified and classified 2022 reasons identified by the
authors of the remaining 195 SRs for using quality assessment
as being related to:

• Selection: to provide more extensive inclusion and
exclusion criteria. This was the most frequently iden-
tified reason (i.e., 54% of the identified reasons).

• Interpretation: to guide the interpretation of the
findings and determine the strength of inference,
which accounted for 16% of reasons

• Investigation: to understand the current state of
research, which accounted for 14% of reasons.

• Validation: to ensure that only studies of good quality
are included, which accounted for 10% of reasons.

• Weighting: as a means of weighting the importance of
individual studies when results are being synthesized,
which accounted for 5% of the reasons.

Yang et al.’s study confirms that there is still some confu-
sion about the reasons for undertaking quality assessment.
They also make two further important points about quality
assessment which we will refer to again later in this paper:

1) The QA instruments for tertiary studies and secondary
studies are different. Since the primary studies in a
tertiary study are secondary studies, tertiary studies can
all use the DARE criteria as quality assessment criteria.

2. The individual counts reported by Yang et al. make it clear that
some SR authors had more than one reason for performing a quality
assessment.

For standard systematic reviews, the quality assessment
criteria need to reflect the specific methodology or
methodologies used in the primary studies, which can
cause problems if different primary studies in the same
SR have used many different research methods

2) It is important to consider whether or not to conduct
quality assessment.

2.4 Conclusions for Reporting SE Systematic Reviews

All of the tertiary studies discussed in this section have
reported justifiable criticisms of current reporting practices
for secondary studies used by software engineering re-
searchers. However, ad hoc and uncoordinated changes in
reporting practices aiming to change individual aspects of SR
reporting may cause confusion about what is to be reported
in other related sections, and might also cause SE systematic
review terminology to deviate from existing standards. In
our opinion, we need standards for reporting the different
forms of systematic review that provide an overall structure
for systematic review reports and that define and explain the
issues that need to be reported.

In the remainder of this paper, we discuss whether the
PRISMA 2020 statement for reporting systematic reviews
can provide the basis for software engineering reporting
guidelines. The guidelines used in software engineering for
performing systematic reviews arose from the medical and
healthcare guidelines, so we assumed that PRISMA 2020,
which was designed for reporting medical and health care
systematic reviews [15], was likely to be a useful starting
point for SE reporting standards.

3 THE PRISMA STATEMENT

Given the problems with reporting SRs that have been raised
by many SE researchers, we believe that it is important to
adopt a standard for reporting SRs. In this section, we review
the PRISMA 2020 (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) statement and assess how far
it could provide a means of addressing these issues.

PRISMA 2020 is an update to the original PRISMA
statement [16] which was published in 2009. The original
PRISMA statement was widely adopted and led to the
development of a series of related standards, as shown in
Table 3. The PRISMA statement for scoping reviews, called
PRISMA-ScR [17], is discussed in Section 4 where we discuss
whether PRISMA 2020 can be used for reporting mapping
studies. Other PRISMA extensions include guidelines for
the development of a SR protocol, called PRISMA-P [18],
guidelines for the format of a SR study abstract, called
PRISMA-A [19], and guidelines for the SR search process,
called PRISMA-S [21]. In a separate initiative, the Grades
of Recommendation, Assessment, Development, and Eval-
uation (GRADE) Working Group developed standards for
assessing the strength of recommendations from systematic
reviews ( [22] and [23]).

PRISMA 2020 is reported, in full, in two documents [33]
and [34]. Page et al. [33] undertook a mapping study to
identify reporting guidelines for SRs published after 2009.
They identified 60 sources containing 221 unique items.
They finally identified 175 items that could be used as a
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TABLE 3
PRISMA (Preferred Reporting Items for Systematic Reviews) and Related Standards

ID Name Scope Derivation

PRISMA [16] Preferred Reporting Items for System-
atic Reviews

Reporting quantitative systematic reviews and
meta-analysis

PRISMA-ScR [17] PRISMA Extension for Scoping Re-
views

Reporting scoping reviews Based on PRISMA after removing items re-
lated to synthesis and risk of bias

PRISMA-P [18] Preferred reporting items for system-
atic review and meta-analysis proto-
cols

Developing protocols for systematic reviews
and meta-analyses that will be reported using
PRISMA

Based on specifying all the items in a
PRISMA–compliant SR

PRISMA-A [19] PRISMA for Abstracts: Reporting
Systematic Reviews in Journal and
Conference Abstracts

Specifying abstracts for PRISMA-based sys-
tematic reviews in journals and conferences

Based on PRISMA. Updated in PRISMA
2020 [20]

PRISMA-S [21] PRISMA-S: an extension to the
PRISMA Statement for Reporting Lit-
erature Searches in Systematic Re-
views

Supports three items in PRISMA: Information
sources, Search Strategies and Study Selection
Results (items 7, 8 and 14 in PRISMA [16] and
items 6, 7, and 16 in PRISMA 2020 [15])

Based on PRISMA and an extensive expert-
opinion based development process, including
consultation with developers of PRISMA 2020.

GRADE [22], [23],
[24]

Grading of Recommendations As-
sessment, Development, and Evalua-
tion

Assessing the strength of recommendations
made in systematic reviews, health technology
assessments and clinical practice guidelines.
Supports PRISMA 2020 item 22 Certainty of
Evidence.

The original ideas were presented in [22] and
have been revised and refined in a series of ar-
ticles produced by a technical working group,
see ( [25], [26], [27] , [28], [29], [30], [31], [32]).

PRISMA 2020 [20] The PRISMA 2020 statement: an up-
dated guideline for reporting system-
atic reviews

Reporting quantitative systematic reviews,
evaluation studies, meta-analysis, and mixed
methods. Includes an update to PRISMA-A

Based on PRISMA after substantial research (
[33] and [34])

comprehensive item bank for future reporting guidelines. They
used this information to identify potential revisions to the
original PRISMA statement [34]. They invited 220 systematic
review methodologists and journal editors to complete a
survey on suggested modifications and received 110 replies.
The recommendations from the survey were reviewed by a
21-person group that produced a draft revision to the original
PRISMA statement, which was then further refined based on
feedback from co-authors and a convenience sample of 15
systematic reviewers.

We considered using PRISMA 2020 as a possible standard
for SE SRs because it is important to adopt reporting
guidelines that are based on a widely adopted international
standard that has been subject to a rigorous development
process. Another advantage of adopting PRISMA 2020 is that
SE researchers can keep their terminology aligned with other
empirical disciplines.

PRISMA 2020 identifies 27 items, some of which contain
sub-items, where each item and sub-item identifies an
issue that should be reported. Items 1-23 map broadly to
the standard content of a scientific paper: Title, Abstract,
Introduction, Methods, Results, and Discussion. The final
four items relate to ethical scientific practice, specifically:
protocol registration, funding, reporting competing interests,
and data availability. The basic PRISMA 2020 checklist is
reported in [15] and is explained in more detail in [20] with
examples taken from existing systematic reviews.

PRISMA 2020 was designed primarily for “systematic
reviews of studies that evaluate the effects of health inter-
ventions, irrespective of the design of the included studies”.
However, the authors confirm that the checklist items:

• are applicable to non-health-related interventions,
• are suitable for mixed-methods reviews, i.e., reviews

that include quantitative and qualitative studies,
although other reporting guidelines should be con-
sulted for qualitative synthesis, e.g., [9].

In addition, the guidelines for constructing abstracts
(PRISMA-A [19]) was revised by Page et al. [20] to make
its wording consistent with PRISMA 2020.

The basic scope and definitions of the PRISMA 2020 items
are shown in Table 4. From this table, we can see that once it
is appreciated that the term risk of bias is a replacement for the
term quality assessment, and that limitations is a replacement
for threats to validity, PRISMA 2020 recommends reporting
all aspects of the SR process and the results of applying that
process. In particular, the basic ordering of the items requires
users to specify the methods they used to perform all the
required SR processes in the Methods section, the results
of applying those methods in the Results section, and to
discuss the findings of the review and any recommendations
in the Discussion section. Thus, it appears to address all of
the reporting problems raised by SE researchers.

3.1 Preliminary Assessment of PRISMA 2020

As an initial feasibility check of the potential value of
PRISMA 2020, the three authors explicitly investigated
whether PRISMA 2020 addressed the issues raised by Budgen
et al. [1].

3.1.1 Preliminary Assessment Method
Kitchenham circulated a document including the 9 items
shown in Table 2. We independently identified any PRISMA
2020 item that addressed each issue with any explanation
necessary to support our assessment. Kitchenham collated
the individual assessments and circulated a spreadsheet
that identified each of the individual assessments and any
related comments. All authors reviewed their assessments
and those of the others individually, and made any changes
they felt were necessary, adding any relevant comments to
support their assessments. The revised assessments were
again collated by Kitchenham and circulated. We then
discussed (by e-mail) any remaining disagreements.

3.1.2 Preliminary Assessment Results
The results of assessing whether PRISMA 2020 addresses the
reporting problems raised by Budgen et al., are shown in the
final column of Table 2 where we identify the PRISMA items
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where required information should be reported. During our
discussions, our main disagreements concerned whether or
not:

• PRISMA addressed all the issues related to quality
assessment. Disagreements arose because some of
the specific issues raised by Budgen et al. [1] were
only discussed in the more detailed explanations and
examples of PRISMA items.

• Budgen et al. [1] recommend the dates of both the
start and end of any searching process be explicitly
defined. In fact, by default, PRISMA assumes that
there is no lower bound on the search and that the
end date of the search will be reported in PRISMA
item 7. If researchers have set other date-based limits
on the search, these should be reported (and justified)
under item 5 as eligibility criteria.

However, our discussions confirmed that PRISMA 2020 is
not simple to understand and needs additional explanations
and examples from software engineering to be suitable for
software engineering researchers. In the following sections,
we discuss some of the practical issues that need to be
resolved if SE researchers are to be able to adopt the PRISMA
2020 statement. In particular, we discuss how PRISMA
2020 addresses threats to validity in Section 3.2 and quality
assessment issues in Section 3.3. In addition, Section 3.4
discusses what is meant by mixed-methods in the context of
systematic reviews, and Section 3.5 discusses some practical
difficulties involved in reporting studies with multiple
findings associated with different subsets of primary study
outcomes.

3.2 Threats to Validity
PRISMA 2020 does not mention Threats to Validity and instead
refers to limitations of the evidence included in the review
(see item 23b) and limitations of the review process used (see
item 23d).

Page et al. [20] explain the request to “Discuss any
limitations of the evidence included in the review” (see item
23b) as follows:

“Discussing the completeness, applicability, and uncertainties in the
evidence included in the review should help readers interpret the
findings appropriately. For example, authors might acknowledge that
they identified few eligible studies or studies with a small number of
participants, leading to imprecise estimates; have concerns about risk
of bias in studies or missing results; or identified studies that only
partially or indirectly address the review question, leading to concerns
about their relevance and applicability to particular patients, settings,
or other target audiences. The assessments of certainty (or confidence)
in the body of evidence (item 22) can support the discussion of such
limitations.”

Thus, this item should report problems with the findings
from the synthesis due to limitations arising from the scope
or reliability of the primary studies. We discuss what is
meant by confidence in the body of evidence and its relationship
to quality assessment in more detail in Section 3.3.

Page et al. explain the request to “Discuss any limitations
of the review process used” (see, item 23c) as follows:

“Discussing limitations, avoidable or unavoidable, in the review
process should help readers understand the trustworthiness of the
review findings. For example, authors might acknowledge the decision

to restrict eligibility to studies in English only, search only a small
number of databases, have only one reviewer screen records or collect
data, or not contact study authors to clarify unclear information.
They might also acknowledge that they were unable to access all
potentially eligible study reports or to carry out some of the planned
analyses because of insufficient data. While some limitations may
affect the validity of the review findings, others may not.”

This explanation confirms that researchers should report
and discuss any decisions they have made that are in conflict
with the standard systematic review guidelines. An impor-
tant issue is that researchers need to discuss the implications
of any deviations from the standard SR guidelines in terms
of their likely impact on the review findings.

3.3 Quality Assessment, Risk of Bias and Certainty
Assessment

PRISMA 2020 does not make reference to Quality Assessment,
instead it uses the term Risk of Bias (RoB). It considers both
RoB associated with individual studies and RoB associated
with syntheses. In addition, it also recommends the use of
Certainty Assessment, in order to assess the confidence in (or
quality of) the body of evidence relating to a specific finding.

The important difference between RoB and quality assess-
ment for individual studies is that RoB is about identifying
potential methodological flaws that can bias the outcome
of primary studies, whereas quality is about whether the
research was performed as well as possible. For example,
in medical research, there is strong empirical evidence that
failure to blind both participants and experimenters can bias
experimental outcomes [35]. We have no reason to assume
software engineering is exempt from such problems. For
example: Ciolkowski [36], in the context of inspections; and
Shepperd et al. [37], in the context of fault prediction models;
both reported that the outcomes of their meta-analyses
revealed evidence of experimenter bias. In the context of SE
experiments, it is seldom possible to blind the participants
and experimenters. Therefore, although SE researchers may
perform other aspects of their experiments to the highest
possible standard (i.e., the quality may be high), lack of
blinding remains a significant RoB.

As shown in Figure 1, RoB assessments of primary studies
are intended to be used for three purposes:

1) sensitivity analysis, where researchers assess the extent
to which specific findings are dependent on the RoB of
influential studies;

2) investigation of causes of heterogeneity, where re-
searchers investigate whether high or low risk of bias is
associated with positive or negative findings;

3) as part of the certainty assessment process, which is
discussed below.

Risk of bias with respect to synthesis is mainly an issue
of bias due to missing results from various forms of non-
reporting bias, also known as publication bias. Publication
bias occurs because negative results may not be submitted
for publication (the so-called “file drawer problem”), or may
be published in sources that make them more difficult to
find. For example, they may not be accepted by high-status
journals, may be published in national, non-English sources,
or may not be published in a timely manner. Publication bias
is an important element of certainty assessment.
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TABLE 4
The PRISMA 2020 Statement

Section PRISMA
Item

Description

Title 1 Identify the report as a systematic review.

Abstract 2 See the PRISMA 2020 Abstract checklist

Introduction
Rationale 3 Describe the rationale for the review in the context of existing knowledge.
Objectives 4 Provide an explicit statement of the objective(s) or question(s) the review addresses.

Methods
Eligibility criteria 5 Specify the inclusion and exclusion criteria for the review and how studies were grouped for synthesis.
Information sources 6 Specify all databases, registers, web sites, organizations, reference lists and other sources, to be searched or consulted. Specify the date

when each source was last searched or consulted.
Search Strategy 7 Present full search strategies for all databases, registers and websites, including any filters and limits used.
Selection Process 8 Specify the methods used to decide whether a study met the inclusion criteria of the review, including how many reviewers screened

each record and each report retrieved, whether they worked independently, and, if applicable, details of automation tools used in the
process.

Data collection process 9 Specify the method used to collect data from reports, including how many reviewers collected data from each report, whether
they worked independently, any processes for obtaining or confirming data from study investigators, and, if applicable, details of
automation tools used in the process.

Data items 10a List and define all outcomes for which data was sought. Specify whether all results that were compatible with each outcome in each
study were sought (e.g., for all measures, time points, analyses), and, if not, the methods used to decide which results to collect.

10b List and define all other variables for which data was sought (e.g., participant and intervention characteristics, funding source).
Describe any assumptions made about any missing or unclear information.

Study Risk Of Bias Assess-
ment

11 Specify the methods used to assess risk of bias in the included studies, including details of the tool(s) used, how many reviewers
assessed each study and whether they worked independently, and, if applicable, details of automation tools used in the process.

Effect Measures 12 Specify for each outcome the effect measure(s) (e.g., risk ratio, mean difference) used in the synthesis or presentation of results.
Synthesis Methods 13a Describe the process used to decide which studies were eligible for each synthesis.

13b Describe any methods required to prepare the data for presentation or synthesis, such as handling missing summary statistics, or data
conversions.

13c Describe any methods used to tabulate or visually display results of individual studies and synthesis.
13d Describe any methods used to synthesize results and provide a rationale for the choice(s). If meta-analysis was performed, describe

the model(s), method(s) to identify the presence and extent of heterogeneity, and the software packages(s) used.
13e Describe any methods used to explore possible causes of heterogeneity among study results.
13f Describe any sensitivity analysis conducted to assess robustness of the synthesized results.

Reporting Bias Assessment 14 Describe any methods used to assess risk of bias due to missing results in a synthesis (arising from reporting bias).
Certainty Assessment 15 Describe methods used to assess certainty (or confidence) in the body of evidence for an outcome.

Results
Study selection 16a Describe the results of the search and selection process, from the number of records identified in the search to the number of studies

included in the review, ideally using a flow diagram.
16b Cite studies that met many but not all inclusion criteria (“near-misses”) and explain why they were excluded.

Study characteristics 17 Cite each included study and present its characteristics.
Risk Of Bias In Studies 18 Present assessments of risk of bias for each included study.
Results of Individual Stud-
ies

19 For all outcomes, present for each study: (a) summary statistics for each group (where appropriate) and (b) an effect estimate and its
precision (e.g., confidence/credible interval), ideally using structured tables or plots.

Results Of Synthesis 20a For each synthesis, briefly summarize the characteristics and risk of bias among contributing studies.
20b Present results of all statistical syntheses conducted. If meta-analysis was done, present for each the summary estimate and its precision

(e.g., confidence/credible interval) and measures of statistical heterogeneity, if comparing groups, describe the direction of the effect.
20c Present results of all investigations of possible causes of heterogeneity among study results.
20d Present results of all sensitivity analysis conducted to assess the robustness of synthesized results

Risk of Reporting Bias in
Synthesis

21 Present assessments of bias due to missing results (arising from reporting biases) for each synthesis assessed.

Certainty of Evidence 22 Present assessment of certainty (or confidence) in the body of evidence for each item assessed.

Discussion
Discussion 23a Provide a general interpretation of the results in the context of other evidence.

23b Discuss any limitations of the evidence included in the review
23c Discuss any limitations of the review process used.
23d Discuss implications of the results for practice, policy and future research.

Other information
Registration and Protocol 24a Provide registration information for the review, incl. register name & registration number, or state that the review was not registered.

24b Indicate where the review protocol can be accessed or state that the protocol was not prepared.
24c Describe and explain any amendments to information provided at registration or in the protocol.

Support 25 Describe sources of financial or non-financial support for the review, and the role of the funders or sponsors in the review.
Competing Interests 26 Declare and competing interests of the review authors.
Availability Of Data, Code
and Other Materials

27 Report which of the following are publicly available and where they can be found: template data collection forms; data extracted from
included studies; data used for all analyses; analytic code; any other materials used in the review.
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Certainty assessment refers to methods used to assess
the confidence in synthesized results. The results of a specific
synthesis depend on the set of primary studies used in the
specific synthesis, and the aim of certainty assessment is
to evaluate the level of confidence that can be placed in
the results of a specific synthesis (referred to as assessing
the quality of evidence) and any recommendations based
on that synthesis (referred to as assessing the strength of
the recommendation). Thus, the difference between certainty
assessment and primary study RoB is due to the “unit” being
evaluated. For study risk of bias the “unit” is the individual
primary study, for certainty assessment, it is the specific
synthesis obtained from the set of relevant primary studies.
This means that it is possible for different findings from
the same study to be assessed as having different quality
of evidence. For example, in software engineering studies,
some researchers may assess the impact of a technique only
on development effort, whereas others may assess the impact
on both development effort and task duration. If only the
primary studies assessed as having high risk of bias are the
ones that report task duration outcomes, any assessment of
the quality of evidence associated with findings associated
with duration will be lower than the quality of evidence
associated with development effort findings.

Certainty assessment relies on the results obtained by
assessing RoB for individual studies, as well as the risk of
publication bias and other factors such as imprecision in
effect size estimates (i.e., large effect size variances) and
inconsistency (i.e., heterogeneity) among study results. The
relationships between risk of bias and certainty assessment
are shown in Figure 1 and are described in more detail in
Section 3.3.3.

3.3.1 Risk of Bias for Primary Studies
The Cochrane Handbook [35] provides advice on assessing
risk of bias for individual primary studies, although the most
detailed information it provides is related to randomized
controlled trials, which is of little relevance in the context of
empirical software engineering (since we do not often under-
take randomized formal experiments in industry settings).
The risk of bias associated with non-randomized designs and
quasi-experiments in Chapters 22-25 is more relevant and is
based on four different risk domains:

1) Confounding, which occurs when a factor other than the
intervention of interest could have caused the effect. For
example, in a field trial of the effectiveness of detailed
design inspections, the project manager restricted design
inspections to complex components. This confounded
the use of the intervention with the complexity of the
component, which complicated the interpretation of the
study results [38].

2) Selection bias, which occurs when some eligible par-
ticipants, or some outcome events, are excluded in
a way that leads to systematic bias in the outcomes.
For example, in a study of the use of formal methods,
the researchers restricted eligibility to the most capable
students [39].

3) Information bias, which may be introduced if intervention
status is wrongly classified, or if outcomes are wrongly
classified or measured with error. For example, if soft-
ware engineers are asked to adopt a new testing method

which is more complex or time-consuming than their
current method, they may revert to the current method
in order to complete their assigned task. A case in point
is a study of inspection methods where the authors
mention that adherence to the perspective-based method
was sketchy [40]. The issue of process conformance in
the context of Test-Driven Development experiments
was discussed, e.g., in [41] and [42].

4) Non-reporting bias, for example, experimenters reporting
only outcomes that have significant results.

In addition, there are numerous well-known examples
of poor practice that may introduce bias into quantitative
studies, such as small sample size, over-simplistic tasks,
lack of effect sizes and confidence intervals, and multiple
statistical tests, whether as a result of many different outcome
variables or testing many different subsets of the data (see,
for example, [43], [44] and [45]).

In their tertiary study, Yang et al. [4] discussed the quality
assessment instruments used in SE systematic review reports
in the time period 2004-2018. They reported that the most
commonly used criteria related to four areas:

• Rationality, which is related to the study rationale, its
context and its research questions.

• Rigour, which is related to the choice of the research
methodology and the way in which it was applied.

• Credibility, which is related to the clarity and validity
of the reported results and the extent to which they
are supported by the evidence, and the relationship
between experimenters and participants.

• Contribution, which is related to the value of the
findings both for industry and academia.

The items identified in the Cochrane Handbook are
related to the issues identified by Yang et al., but they are
less abstract, which means they may be easier for reviewers
to understand and use in a RoB assessment.

3.3.2 Risk of Bias for Synthesized Outcomes
RoB for findings obtained by synthesizing results from a set
of primary studies is basically the risk of publication bias.
Although there are statistical methods for assessing the extent
of possible publication bias in the context of meta-analysis,
in other situations it is assessed in terms of the depth and
breadth of the search process, and the appropriateness of
eligibility criteria. Although RoB for synthesized outcomes
is treated as a separate issue to Certainty Assessment in
PRISMA 2020, we found considerable overlap between the
concepts, which is also evident in the presentation of the
concepts in the Cochrane Handbook. We discuss certainty
assessment in more detail below.

3.3.3 Certainty Assessment
For Certainty Assessment, Page et al. [20] mention GRADE
(Grading of Recommendations Assessment, Development
and Evaluation) as an example instrument. GRADE has
been adopted by the Cochrane Handbook for assessing
certainty (or quality) for a body of evidence (see [35], chapter
14). In [46], Dybå and Dingsøyr discuss use of the original
GRADE approach [22] in the context of software engineering.
However, there has been no discussion of the impact of the
latest revisions of the GRADE approach in the SE literature.
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The Cochrane Handbook (which was updated in 2019)
and the series of articles by Guyatt et al. [24], published in the
Journal of Clinical Epidemiology, describe the current version
of GRADE, but use terminology that may be unfamiliar to SE
researchers. In this section, we discuss the GRADE concepts
and explain how they can be applied to quantitative software
engineering SRs. We also discuss GRADE for qualitative
studies in Section 5.1.3.

The recent GRADE revision specifies four levels of the
certainty for a body of evidence related to a given finding:
high, moderate, low and very low (see [24] and [26]). GRADE
considers five domains, each of which must be assessed
against each of the four levels:

1) Risk of bias of individual studies. The idea is to assess
whether the primary studies associated with a particular
finding are assessed as low risk of bias, leading to high
certainty in the finding, or share some methodological
bias(es) that increase risk of bias and reduce certainty in
the finding. In SE, small-scale, student-based laboratory
experiments should initially be regarded as having a
high risk of bias, and thus provide very low certainty for
evidence. In contrast, large experiments with industry
practitioners (such as, [47], [48]) could be assessed as
having relatively low risk of bias (the classification
scheme proposed by Höst et al. [49]). Furthermore, field
studies, whether qualitative or quantitative, should ini-
tially be regarded as high quality evidence but could be
re-assessed to a higher risk of bias if their methodology
was particularly weak. For more details about specific
empirical methods, Felderer and Travassos [50], Easter-
brook et al. [51] and Stol and Fitzgerald [52] all provide
useful discussions of the range of empirical methods
used in contemporary software engineering research and
their strengths and weaknesses. For data-based studies,
Menzies and Shepperd [53] have identified 12 “bad
smells” as indicators of potential problems in software
analytics papers. In addition, issues such as analyses
based on extremely old or untrustworthy data sets (for
example, the NASA dataset, see [54] and [55]), or use
of unreliable metrics (such as mean magnitude relative
error, see [56], [57], and [58]) form a risk of bias for the
synthesis of fault prediction and cost estimation studies
respectively.

2) Publication bias. In the context of meta-analysis, the
risk of missing studies can be investigated analytically

using techniques such as funnel plots that correct for
publication bias. However, for SRs that cannot apply
meta-analysis, the risk of publication bias can usually
only be addressed by the stringency of the search
process, but can also consider factors such as whether
the primary studies are dominated by small positive
studies [59]. This is discussed in more detail in the
Supplementary Material [8].

3) Imprecision is related to the confidence intervals asso-
ciated with overall effect size estimates. Confidence
intervals that do not exclude the null hypothesis would
usually lead to a reduction in the certainty associated
with the body of evidence [29].

4) Inconsistency. This relates to whether the direction of
the effect size is consistent across the individual stud-
ies [30]. The body of evidence is downgraded if studies
give inconsistent results. In qualitative studies, strong
disagreements between the findings of studies with
similar contexts would be an indication of inconsistency.
Agreement between qualitative and quantitative studies
about whether an intervention is beneficial or not would
also be an indicator of high certainty of evidence.

5) Indirectness relates to whether the studies directly test the
concept of interest or are inferred from indirect compari-
son [31]. Causes of indirectness relevant in the context of
SE SRs are: participants may not be representative (e.g.,
students without industrial experience may not respond
to a new technique in the same way as practitioners); the
reported intervention differs from the intervention of
interest (e.g., we are interested in the impact of test-first
development but only have studies that consider test-
first in a maintenance context): or the outcome measures
differ from those of primary interest (e.g., Turner et
al. [60] point out that a great majority of the papers that
evaluated the Technology Acceptance Model evaluated
the model only against the user’s intention to use not
against actual measures of system usage).

The process of evaluating findings against the GRADE
domains is subjective. It should usually be done by several
reviewers independently. Each reviewer should provide
an explanation for their assessment of each domain for
each separate review finding. Differences among reviewer
assessments should be discussed and, if necessary, mediated
until agreement is reached.
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3.4 PRISMA for Mixed-Methods Studies
Mixed methods reviews are methods for synthesizing and in-
tegrating qualitative evidence with intervention reviews [61].
Page et al. [15] explicitly state that PRISMA 2020 is relevant
for mixed-methods systematic reviews. However, they also
point out that PRISMA does not itself provide reporting
guidelines addressing the presentation and synthesis of
qualitative data and other guidelines need to be consulted.
Specifically, they refer readers to [9] and [62].

Paraphrasing the discussion of Noyes et al. [61] on the use
of qualitative evidence for complex health interventions, in
the context of software engineering, the reasons for including
qualitative evidence are as follows:

• better understanding of why and how an intervention
works;

• identifying associations between the broader social
and technological environment, within which soft-
ware engineers work, and the interventions that are
implemented;

• understanding of attitudes towards, and experiences
of, interventions by the software engineers who are
expected to adopt them; and

• increasing understanding of the software develop-
ment process factors that are most likely to impact
the success or failure of an intervention.

Many SE researchers have commented that large-scale
industrial software engineering is a complex activity. For
example, Curtis et al. [63] describe the context of industrial
software engineering as a “layered behavioral model” in-
volving individual programmers, the teams in which they
work, the projects on which they work, the organization
that employs them, and the business sector in which the
organization does business. At the level of software de-
velopment companies, this view is echoed both by the
systems dynamics modeling method proposed by Abdel-
Hamid et al., [64], and Belady and Lehman’s laws of system
evolution [65]. Furthermore, software engineering research
methods are increasingly focused on evaluations performed
in industrial settings (e.g., [66]). Thus, we would expect the
mixed-methods approaches recommended in the Cochrane
Handbook [61] to be of particular value when synthesizing
results from such studies.

Harden et al. [67] provide a useful discussion of methods
and tools that can be used to integrate qualitative and
process evaluation evidence within intervention effective-
ness reviews. They identify five approaches, but all start
by tabulating the findings from quantitative studies with
qualitative factors either reported in the quantitative studies
or available from other qualitative reviews/studies. The
simplest approach is then to perform a narrative review of the
tabulated information to explore the heterogeneity between
the quantitative study findings and look for research gaps.
For example, in systematic reviews addressing two different
aspects of cost estimation, Jørgensen [68] and Kitchenham et
al. [69] both identified contextual factors that could be used
to help cost estimators to decide which estimation method
to use, given their specific circumstances. Furthermore, with
sufficient quantitative studies reporting comparable outcome
measures, the factors identified as influencing outcomes can
be tested statistically. Such statistical tests can be performed

one at a time (see [36]), or, with sufficient studies, can test
multiple factors together (see [37]). Harden et al. [67] also
mention:

• constructing or refining a logic model which is a
graphical representation of process factors that influ-
ence the outcome of a complex intervention;

• developing or refining theories about how the inter-
vention should be implemented;

• using what they refer to as “Qualitative comparative
analysis” which aims to investigate multiple factors
across many different contexts.

It is hard to find examples of SE researchers adopting
these more sophisticated approaches to integrate qualitative
models with quantitative review findings. Albeit, we are
aware of a synthesis method called Structured Synthesis
Method (SSM) [70], [71], [72] that is intended to allow the
combination of different types of evidence.

3.5 Iteration and Repetition

In this section, we discuss practical issues that cause prob-
lems when using the PRISMA 2020 guidelines. In particular,
there is a change in the unit of discussion, as the statement
items change from discussion of primary study data and risk
of bias to discussion of each review finding (i.e., each answer
to a research question or outcome from a specific synthesis
activity). This reporting problem is further complicated
because assessment of the certainty of the evidence needs to
be based on the set of primary studies that contribute to each
of the specific findings, rather than being a single overall
assessment of credibility of all the primary studies.

3.5.1 Iteration

One reporting problem with PRISMA 2020 is that items
18 and 19 appear to assume a linear order for reporting
all primary study RoB data and outcome data. In contrast,
all item 20 sub-items and item 21 require reporting results
for each finding. Thus, there is some iteration among items,
but it is not clearly defined; for example, PRISMA item 19
in [20] implies that all forest plots used in the systematic
review are reported together, which can include different
plots for different outcome variables and which may relate
to different subsets of the primary studies. Then, for all the
sub-items of item 20 and item 22, it asks authors to discuss
the meta-analysis results and the relevant RoB assessment
and certainty assessment, for each finding. In practice, it may
be preferable to report the forest plots, textual explanation
of the meta-analysis findings plus any sensitivity analysis
or heterogeneity assessment, and the certainty assessment
together for each separate synthesis.

For SE SRs, it is quite common to separate the primary
studies into separate groups that address different aspects
of a topic (see, for example, [73], [74]). In such cases, it may
increase readability to iterate through items 17 to 22 for
each subgroup. However, it may still be useful to precede
any iterative group-based reporting with single tables for
primary study data (item 17) and RoB (item 18) for data that
are collected for all primary studies irrespective of subgroup.
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3.5.2 Repetition
Another issue related to readability is how to organize
reporting of related issues without excessive repetition. In
particular, items 19 and 20a seem to have considerable
overlap and it is difficult to understand what to report
in item 23 given what has been reported in items 20, 21,
and 22 without introducing excessive repetition. In the case
of items 19 and 20a, we believe it is best to integrate the
items (iteratively, if necessary). In the case of item 23, our
suggestion for item 23a is to summarize the findings (positive
and negative) that will be used to propose advice for research
and practice, and to discuss any other related research.

3.6 Initial Assessment of PRISMA 2020 for Software
Engineering Systematic Reviews

Our initial assessment of PRISMA 2020 as a means of
addressing reporting problems in software engineering SRs
is that it addresses the problems identified in Section 2.1.
However, its use will need SE researchers to change both
their terminology and methodology for assessing primary
studies rigour and reporting systematic review limitations.

In terms of its scope, PRISMA 2020 is relevant to quan-
titative SRs whether or not they report meta-analysis, and
to mixed-method analyses that are useful in the context of
evaluating complex interventions. In addition, the guidelines
for reporting meta-analysis methods in item 13 and item
20 would also apply to families of experiments. However,
PRISMA 2020 will be of very limited value to SE researchers
unless it is also useful for the types of SR that are more
widely used in SE than quantitative SRs or meta-analyses.
Thus, in Section 4, we assess the relevance of PRISMA 2020
for reporting mapping studies, and, in Section 5, we consider
its relevance for reporting qualitative reviews (i.e., reviews
that rely on qualitative synthesis).

4 GUIDELINES FOR MAPPING STUDIES

This section discusses whether PRISMA 2020 is relevant for
mapping studies. As shown in Table 3, Tricco et al. [17]
produced the PRISMA-ScR checklist for reporting scoping
reviews, based on the original PRISMA statement [16]. They
define a scoping review to be a “type of knowledge synthesis
that follows a systematic approach to map evidence on a
topic and identify main concepts, sources and knowledge
gaps”. Thus, Tricco et al.’s definition implies that a scoping
review is very similar to what we refer to as a systematic
mapping study in software engineering. Booth et al. [75] define
scoping reviews and mapping studies as different forms
of review. However, looking at Booth et al’s description,
the main difference appears to be that a mapping study
addresses a broad topic area, while a scoping review aims at
assessing whether there is sufficient evidence to undertake a
systematic review. Thus, findings from a mapping study
might be more extensive and varied than those from a
scoping review. Nonetheless, our basic assumption is that
reporting guidelines for mapping studies address the same
basic items as the guidelines for scoping reviews.

To construct the guidelines for scoping reviews, Tricco et
al. started by reviewing the set of items defined in the original
PRISMA. They identified five items (concerning effect sizes,

synthesis, risk of bias across studies, and additional analysis)
that were not applicable for scoping reviews, and two items
(concerning risk of bias for primary studies) as optional. In
our experience, the same restrictions apply to mapping study
reports.

4.1 Methodology for Identifying Mapping Study Report-
ing Items
In order to check whether PRISMA 2020 covered all the
issues identified in PRISMA-ScR, we assessed whether the
items identified as relevant in PRISMA-ScR were included
(at least at a conceptual level) among the PRISMA 2020 items.
We evaluated the relationship between the items in PRISMA-
ScR and PRISMA 2020 items individually, in order to ensure
that we were all familiar with the standards. This was done
by taking a list of all PRISMA-ScR items, identifying the item
number(s) of any equivalent or related PRISMA 2020 items,
and adding comments about the choice of related items.

Kitchenham integrated the initial results in a spreadsheet
and then circulated the integrated assessments to the other
authors. All authors revised their assessments adding any
relevant comments. The revised assessments (held in spread-
sheets) were returned to Kitchenham who integrated the
assessments and circulated the integrated assessments for a
second time. We then discussed (by e-mail) any remaining
disagreements. Our aims were:

• to assess whether all items in PRISMA-ScR mapped
(at least conceptually) to one or more PRISMA 2020
items,

• to identify items for which the PRISMA-ScR terminol-
ogy or underlying assumptions, or the PRISMA 2020
structure, would need additional explanation before
PRISMA 2020 would be usable by SE researchers
reporting mapping studies,

• to identify PRISMA 2020 items that would need to
have extended definitions to cover the requirements
for mapping studies.

4.2 Mapping Study Reporting Item Results
The results of our assessment of mapping study reporting
items is shown in Table 5 which confirms that PRISMA 2020
includes all the items needed to report a mapping study,
even though the description of those items may need to be
revised to cover mapping studies.

When comparing the PRISMA-ScR Checklist and
PRISMA 2020, there were three terminology issues that
complicated our evaluations:

1) PRISMA-ScR talks about “sources of evidence”. By
this we understand the authors to mean an individual
primary study, since it is possible that one article or
report might contain more than one primary study.

2) PRISMA-ScR talks about the “data charting process”.
After checking the papers cited by Tricco et al. [17]
(see [76] and [77]), we found this meant the process of
extracting all the variables and the textual information
that were used to address the research questions from
each primary study in “calibrated forms” (i.e., agreed
data extraction forms). In the context of SE mapping
studies we often need to classify primary studies. The
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specification of the classification system(s) used would
be part of the data definitions item, whereas the process
of extracting the classification data would be part of the
data charting process item. Data charting also differs
from defining the method(s) used for data synthesis,
which define how the data from each primary study will
be grouped and displayed.

3) PRISMA-ScR uses the term Synthesis of Results to re-
main consistent with PRISMA [16]. However, there
is a substantial difference between investigating the
characteristics of scientific articles and empirical studies
and synthesising the outcomes of empirical studies. In
the case of synthesis, a new conclusion is produced
by means such as meta-analysis, narrative synthesis,
or qualitative meta-synthesis. In the case of a scoping
review or mapping study, different characteristics of the
context and conduct (but not the outcomes) of a set of
primary studies are specified and analysed to identify
subsets of primary studies with similar characteristics.
We would prefer to use the term Analysis of Study
Characteristics rather than Synthesis of Results for SE
mapping studies.

Also, PRISMA-ScR suffers from similar problems related
to iteration and repetition as PRISMA 2020 (see Section 3.5).
We suggest ensuring that tables and graphs representing
the answers to research questions are reported for each re-
search question with the associated textual explanation. The
Discussion section should summarize results of particular
importance for researchers and include comparisons with
previous research.

4.3 Mapping Study Items Discussion

In this section, we discuss some of the significant differences
between a systematic review and a mapping study from the
viewpoint of reporting standards.

4.3.1 The Search Process

In most respects, the search for evidence is the same for
mapping studies as it is for systematic reviews. However,
there is less emphasis on completeness and more emphasis on
defining the search process used, and specifying any search
limitations (e.g., restrictions based on language, evidence
sources, or publication dates) together with a rationale for
any such limitations.

4.3.2 Quality Assessment

The main simplification for mapping studies compared with
quantitative SRs is that the PRISMA standard for scoping
reviews (PRISMA-ScR) accepts that there will be no formal
aggregation of the outcomes of primary studies. This implies
that risk of bias due to synthesis is irrelevant, as is certainty
assessment.

Risk of bias assessment for primary studies, which Tricco
et al. [17] refer to as critical appraisal of individual sources
of evidence, is optional, but, if undertaken, the method of
assessment should be reported in the Methods section and
the results of the assessment should be reported in the Results
section. The fact that mapping studies do not necessarily
require risk of bias assessments is consistent with Yang et

al.’s observation that reviewers need to consider whether it
is necessary to perform quality assessment [4].

Unlike most SE mapping studies, when conducting
tertiary mapping studies that investigate SR methodology,
assessment of the quality of the primary studies is often
required to address mapping study research questions. Thus,
in terms of PRISMA-ScR, identifying quality assessment cri-
teria and extracting quality assessments would be regarded
as a data charting process.

4.3.3 Threats to Validity
PRISMA-ScR states that the Discussion section should in-
clude a discussion of any limitations of the scoping study review
process. The explanation of the item makes the point that
because critical appraisal of individual sources of evidence
is optional, the limitations section should concentrate on
limitations of the scoping review process. Any deviations
from scoping review guidelines or the specific scoping review
protocol should be “noted along with the rationale, and a
reflection on the potential effect on the results”. In this context
any methodological limitations defined and justified in the
Methods section do not need to be discussed again, unless
the researchers have observed some unanticipated problems
arising from their chosen methodology.

An important implication of this is that, if there have been
no deviations from the secondary review standards or the
review protocol and no critical appraisal of primary studies,
discussion of limitations is not necessary for mapping
studies.

4.4 Mapping Study Guidelines Conclusions
As noted by Tricco et al. [17] adapting a systematic review
reporting standard to provide a standard suitable for scoping
reviews is primarily a process of deciding which items
are irrelevant or optional and modifying some of the item
definitions. In this section, we have mapped the ScR items
to PRISMA 2020 and explained how the ScR items relate to
SE mapping studies. Thus, we conclude that, rather than
develop separate standards for mapping studies it would be
preferable to extend the definitions and scope of PRISMA
2020 items to include SE mapping studies.

In our opinion, some of the terminology used in PRISMA-
ScR and PRISMA 2020 is inappropriate for SE mapping
studies. For SE mapping studies:

• The term Data Charting is misleading and the PRISMA
2020 term Data Collection Process is more appropriate.

• The term Synthesis of Results in PRISMA-ScR should
be replaced by Analysis of Study Characteristics in any
standards used for SE mapping studies.

In addition, McGowan et al. [78] point out that ongoing
revisions to the PRISMA statement make it likely that authors
of PRISMA-related checklists such as PRISMA-ScR will
consider revising those checklists to conform with PRISMA
2020. Thus, SE researchers need to be aware that new scoping
study checklists are likely to be published in the near future.

5 REPORTING QUALITATIVE SYSTEMATIC REVIEWS

Two SE tertiary studies ( [79] and [80]) have emphasised
the importance of using qualitative synthesis to address SR
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TABLE 5
Mapping PRISMA-ScR items [17] to PRISMA 2020 items

Id Review aspect Information Required PRISMA item

Title
1 Identify the report as a scoping review 1

Abstract
2 Provide a structured summary that includes (as applicable) background, objectives, eligibility criteria, sources of

evidence, charting methods, results, and conclusions that relate to the review questions and objectives.
2

Introduction
3 Rationale Describe the rationale for the review in the context of what is already known. Explain why the review

questions/objectives lend themselves to a scoping review approach.
3

4 Objectives Provide an explicit statement of the questions and objectives being addressed with reference to their key elements
(e.g., population or participants, concepts, and context) or other relevant key elements used to conceptualize the
review questions and/or objectives.

4

Methods
5 Protocol & Registration Indicate whether a review protocol exists; state if and where it can be accessed (e.g., a Web address); and if

available, provide registration information, including the registration number.
24a, 24b

6 Eligibility criteria Specify characteristics of the sources of evidence used as eligibility criteria (e.g., years considered, language, and
publication status), and provide a rationale.

5

7 Information Sources Describe all information sources in the search (e.g., databases with dates of coverage and contact with authors to
identify additional sources), as well as the date the most recent search was executed.

6

8 Search Present the full electronic search strategy for at least 1 database, including any limits used, such that it could be
repeated.

7

9 Selection of sources of evi-
dence

State the process for selecting sources of evidence (i.e., screening and eligibility) included in the scoping review. 8

10 Data charting process Describe the methods of charting data from the included sources of evidence (e.g., calibrated forms or forms that
have been tested by the team before their use, and whether data charting was done independently or in duplicate)
and any processes for obtaining and confirming data from investigators.

9, 13b

11 Data items List and define all variables for which data were sought and any assumptions and simplifications made. 10b
12 Critical Appraisal of indi-

vidual sources of evidence
If done, provide a rationale for conducting a critical appraisal of included sources of evidence; describe the
methods used and how this information was used in any data synthesis (if appropriate).

11

13 Synthesis of results Describe the methods of handling and summarizing the data that were charted. 9, 13c

Results
14 Selection of sources of evi-

dence
Give numbers of sources of evidence screened, assessed for eligibility, and included in the review, with reasons
for exclusions at each stage, ideally using a flow diagram.

16a, 16b

15 Characteristics of sources
of evidence

For each source of evidence, present characteristics for which data were charted and provide the citations. 17

16 Critical Appraisal of
sources of evidence

If done, present data on critical appraisal of included sources of evidence (see item 12). 18

17 Results of individual
sources of evidence

For each included source of evidence, present the relevant data that were charted that relate to the review
questions and objectives.

19, 20a

18 Synthesis of results Summarize and/or present the charting results as they relate to the review questions and objectives. 20b

Discussion
19 Summary of evidence Summarize the main results (including an overview of concepts, themes, and types of evidence available), link to

the review questions and objectives, and consider the relevance to key groups.
23a

20 Limitations Discuss the limitations of the scoping review process. 23c
21 Conclusions Provide a general interpretation of the results with respect to the review questions and objectives, as well as

potential implications and/or next steps.
23d

22 Funding Describe sources of funding for the included sources of evidence, as well as sources of funding for the scoping
review. Describe the role of the funders of the scoping review.

25, 26

systematic review research questions. Therefore, a major
limitation of PRISMA 2020 as a standard for reporting SE
secondary studies is that, as explicitly confirmed by Page
et al. [15], it does not directly support qualitative synthesis.
In this section, we introduce a group of studies that discuss
guidelines for reporting qualitative synthesis (see Table 6).

Section 4 confirmed that some of the PRISMA 2020 items
can be used to identify guidelines for reporting mapping
studies. In addition, our initial reading of guidelines for
reporting qualitative reviews showed that they conformed
with the basic SR reporting concepts of defining method-
ologies for search and synthesis, reporting the results of
using those methodologies, and discussing the finding of
the synthesis. Thus, the research question addressed in this
section is whether SE researchers need separate guidelines
for qualitative synthesis, or whether the basic structure
of PRISMA 2020 is flexible enough to support qualitative
synthesis reports.

5.1 Background

In this section, we introduce issues related to qualitative
research and qualitative synthesis that are necessary to un-
derstand the requirements for qualitative synthesis reporting
guidelines.

5.1.1 Researcher Viewpoint in Qualitative Synthesis

For engineers, such as software engineers and computer sci-
entists, a specific problem with using any qualitative method
is the need for individual researchers to consider their
personal “philosophical positioning” and its relationship to
their choice of qualitative methodology. For example, Table 2
in [9] identifies five underlying philosophies, which, to our
knowledge, are not frequently used in the context of soft-
ware engineering research. However, the realist philosophy
described in [10] takes the view that an intervention alters
context, which then triggers mechanisms which produce
both intended and unintended outcomes. This is consistent
with a view of complex systems that is familiar to computer
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TABLE 6
Guidelines for Reporting Qualitative Reviews

ID Name Scope Derivation

RAMESES [10] Realist And MEta-narrative Evidence
Synthesis

Reporting the outcomes of complex interven-
tions and adopting policy friendly approaches
to evidence synthesis

Guidelines for reporting guidelines [81], ex-
cluding Delphi exercise

ENTREQ [9] ENhancing Transparency in REport-
ing the synthesis of Quality research

A framework for reporting the synthesis of
qualitative health research

Protocol for guidelines construction [82]

GRADE-
CERQual [83]

Confidence in the Evidence from Re-
views of Qualitative Research

To support the use of findings from systematic
reviews of qualitative evidence

Development discussed in [84] See
other short papers with more detailed
descriptions of different aspects of
CERQUal: [84], [85], [86], [87], [88], [89]

scientists and software engineers, and seems broadly consis-
tent with mixed-methods approaches and qualitative studies,
in particular, both those investigating barriers and enablers
to the adoption of complex interventions and those that aim
at more sophisticated syntheses.

In trying to identify whether PRISMA 2020 items can be
extended to support qualitative synthesis, we have taken
a pragmatic, realist approach to specifying SE systematic
reviews reporting guidelines.

5.1.2 Standards for Qualitative Synthesis
Before considering guidelines for reporting qualitative syn-
thesis, it would be useful to have definitive guidelines for
performing qualitative synthesis. The original guidelines for
systematic reviews in software engineering (i.e., [5] and [6]
did not mention qualitative synthesis. The more recent
guidelines in [90] acknowledge the need for guidelines
for qualitative reviews, but treat such reviews as being
deviations from the quantitative SR guidelines, and do not
provide detailed advice. Producing guidelines for performing
qualitative reviews is beyond the scope of this article, but to
assist readers, we identify current initiatives concerned with
providing such guidelines which are summarized in Table 6.

The Cochrane Qualitative and Implementation Methods
Group produced a series of papers discussing qualitative
synthesis, that were published in the Journal of Epidemiology
and we summarize these papers briefly in this section.

Noyes et al. [91] introduce the series of papers, each of
which addresses a major topic related to qualitative synthesis.
The first two papers discuss the most basic issues:

• Harris et al. [92] discuss methods for question for-
mulation, searching, and protocol development. They
point out that qualitative reviews ask “how” and
“why” questions. Initial questions may be broad
exploratory questions that attempt to map what is
known before formulating or refining questions.

• Noyes et al. [93] discuss methods to assess method-
ological limitations, data extraction and synthesis, and
confidence in synthesized qualitative findings.

The remaining three papers in the 2018 series are particularly
concerned with evaluating methods for complex interven-
tions:

• Cargo et al. [94] discuss general issues,
• Harden et al. [67] discuss methods for integrating

qualitative and quantitative implementation evidence
(see Section 3.4),

• Fleming et al. [95] discuss reporting guidelines for
synthesis of qualitative, implementation, and process
evaluation evidence. They recommend the ENTREQ
method [9] which is a checklist for qualitative reviews
and the RAMESES method [10] which is a checklist
for realist and meta-narrative reviews. We compare
these checklists with the PRISMA items in Section 5.2.

5.1.3 GRADE-CERQual: Confidence in Syntheses of Quali-
tative Evidence

PRISMA 2020 requires reports of SRs to include an assess-
ment of the confidence in any synthesis of primary study
findings. The GRADE-CERQual initiative has produced a set
of guidelines similar to the GRADE guidelines but aimed
at qualitative synthesis, see Table 6. In this section, we
summarize the content of each of the GRADE-CERQual
related papers.

Lewin et al. [84] introduces the ideas and scope of the set
of guidelines, then:

1) Lewis et al. [85] explain how to make an overall
CERQual assessment of confidence and create a Sum-
mary of Qualitative Findings table.

2) Munthe-Kaas et al. [86] discuss how to assess method-
ological limitations of qualitative primary studies. Such
limitations relate to the body of evidence that contributes
to each finding reported in the qualitative synthesis.
Assessments should emphasize methodological strengths
and weaknesses rather than the quality of reporting.

3) Colvin et al. [87] discuss how to assess primary study
coherence, which is defined as “an assessment of how
clear and cogent is the fit between the data from the
primary studies and a review finding that synthesizes
that data”.

4) Glenton et al. [88] discuss adequacy of data, which
is somewhat analogous to sample size and number
of experiments in quantitative studies. It requires an
assessment of whether the number of participants and
the richness of the data obtained from the participants
are sufficient to understand and explain a phenomenon.

5) Noyes et al. [89] discuss the relevance of data which
is defined as “the extent to which the body of data
from the primary studies supporting a review finding
is applicable to the context specified in the research
question”.

We provide a more detailed discussion of GRADE-CERQual
in the Supplementary Material [8].
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5.2 A Comparison of Qualitative and Quantitative Re-
view Reporting Checklists
To investigate the differences between qualitative synthesis
reporting approaches and PRISMA 2020, we first compared
the items in Tong et al’s ENTREQ checklist [9] to PRISMA
2020 items and subsequently compared the items in the
RAMESES checklist [10] to PRISMA 2020 items.

5.2.1 Comparison Methodology
For each qualitative synthesis reporting checklist, we as-
sessed their correspondence to PRISMA 2020 items using
the same approach that we used for mapping studies (see
Section 4.1).

We each assessed independently whether items in the
checklist mapped (at least at a conceptual level) to the
corresponding items in PRISMA 2020. Kitchenham collated
the three independent assessments and circulated the collated
assessments (together with any written comments we made
to support our assessment). This process was repeated
two times. Subsequently, we reviewed the final integrated
assessment and comments and discussed our disagreements
until we reached a consensus.

5.2.2 Result of comparing ENTREQ with PRISMA 2020
The comparison with the ENTREQ checklist is shown in
Table 7 and confirms that all the items in the ENTREQ
checklist can be mapped to PRISMA 2020 items. The main
differences between the two checklists are:

• Levels of abstraction. In some cases ENTREQ items
were at a lower level of detail than PRISMA 2020,
so that several related ENTREQ items mapped to a
single PRISMA 2020 item. For example, the methods
used to assess Risk of Bias (PRISMA 2020 item 11)
were covered by three items in the ENTREQ checklist
(i.e., items 10, 11, 12).

• The order of the checklist items. PRISMA 2020 is
designed around a general order of Introduction,
Methods, Results, Discussion which relates to the
order in which different activities are conducted. In
contrast, ENTREQ is organized around five domains
identified as: Introduction, Synthesis Methodology,
Literature Search and Selection, Appraisal, and Syn-
thesis of findings. The domains broadly correspond
to topics that address the same concern rather than
issues that are addressed within the same review
process step. Thus, in the case of the final three topics,
the methods used to address that topic, and the results
of using the methods are discussed together.

• ENTREQ omits some standard items such as title,
abstract, protocol registration, data availability, and
financial support.

• Of most significance is that ENTREQ omits any
discussion of publication bias or confidence in the
body of evidence. Omitting any discussion of pub-
lication bias is sensible in the context of qualitative
reviews since the selection process does not usually
require completeness (for example, it may be based
on theoretical saturation). However, it is important
to ensure that there has been a thorough search of
the literature to avoid missing relevant disconfirming

cases [96]. In addition, there is also a need to assess the
confidence in the evidence, which can be addressed
using the GRADE CERQUal method, discussed in
Section 5.1.3.

5.2.3 Result of comparing RAMESES with PRISMA 2020
The comparison with the RAMESES checklist is shown in
Table 8 and confirms that all of the items in the RAMESES
checklist mapped to items in the PRISMA 2020 checklist.
There were similar issues to those identified for the ENTREQ
checklist, where a single RAMESES item mapped to several
different PRISMA 2020 items. In particular, selection and
appraisal of documents mapped to one element, whereas in
PRISMA 2020 it maps to items related to defining eligibility
criteria, defining how the eligibility criteria are applied, and
reporting the results of the selection process. In addition,
RAMESES does not explicitly mention critical appraisal
of documents as an issue that is separate from document
selection. It also omits some of the elements related to
scientific ethics that are included in PRISMA 2020.

RAMESES requires reviewers to comment on the strength
of evidence supporting each finding. As we suggested in the
context of ENTREQ, GRADE-CERQual would be a suitable
method for addressing this issue.

5.2.4 Comparison Conclusion
We conclude that, although not explicitly recommended by
Page et al., given appropriately extended item definitions,
the ENTREQ and RAMESES checklists can be mapped to the
structure and items of PRISMA 2020.

6 SEGRESS: SOFTWARE ENGINEERING GUIDE-
LINES FOR REPORTING SECONDARY STUDIES

In Section 4, we assessed the relationship between PRISMA
2020 and PRISMA-ScR [17] for scoping reviews and in
Section 5, we assessed the relationship between PRISMA
2020 and the ENTREQ and RAMESES checklists for reporting
qualitative reviews. We concluded that PRISMA 2020 item
definitions could be extended to cater for reporting scoping
reviews and mapping studies and qualitative reviews. In this
section, we show that the PRISMA 2020 structure is flexible
enough to cater for mapping studies and qualitative reviews
and demonstrate how the individual item definitions can be
extended to support these forms of review.

6.1 SEGRESS Development
After assessing the requirements for SE reporting guidelines,
we developed the SEGRESS checklist, shown in Table 9.
SEGRESS is based on the PRISMA 2020 structure [15], but
incorporates information from PRISMA-ScR [17] for mapping
studies, and from ENTREQ [9] and RAMESES [10] for
qualitative synthesis reviews.

For each item of the SEGRESS checklist, we identify
the scope of the generic definition and provide additional
comments related to the type of SR, if necessary. Require-
ments for mixed-methods reviews are in most cases the
same as those for quantitative reviews. Readers performing
tertiary studies related to assessing research methods should
read the comments related to mapping studies. Researchers
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TABLE 7
Mapping ENTREQ Qualitative Synthesis Items [9] to PRISMA 2020 items

Id Review aspect Information Required PRISMA item

Domain 1 Introduction
1 Aim State the research questions the synthesis addresses. 4

Domain 2 Method
2 Synthesis Methodology Identify the synthesis methodology or the theoretical framework which underpins the synthesis and describe

the rationale for choice of methodology.
13d

Domain 3 Literature search and selection
3 Approach to Searching Indicate whether the search was pre-planned or iterative. 7
4 Inclusion criteria Specify the inclusion criteria. 5
5 Data sources Describe the information sources used (e.g., digital libraries), when the search was conducted and the rationale

for the using the data source.
6

6 Electronic search strategy Define search strings used. 7
7 Study screening methods Describe the methods used to screen the studies. 8
8 Study characteristics Present the characteristics of the included studies. 10a, 17
9 Study selection results Identify the number of studies screened and provide reasons for study inclusion. 16

Domain 4 Quality Appraisal
10 Rationale for appraisal Describe the rationale and approach used to appraise the selected studies or study findings. 11
11 Appraisal items State the tools, frameworks and criteria used to appraise the studies or selected findings. 11
12 Appraisal process Indicate whether appraisal was conducted independently by more than one reviewer and if consensus was

required.
11

13 Appraisal results Present results of quality assessment and indicate which articles, if any, were weighted/excluded and give the
rationale.

18

Domain 5 Synthesis of findings
14 Data Extraction Indicate which sections of the primary studies were analysed and how the data were extracted from the primary

studies.
9

15 Software State the computer software used, if any. 9
16 Number of reviewers Identify who was involved in the coding and analysis. 9
17 Coding Describe the process for coding. 13b
18 Study comparison Describe how comparisons were made within and across studies. 13c, 13e
19 Derivation of themes Explain whether the process of deriving themes or constructs was inductive or deductive. 13d
20 Quotations Provide quotations from the primary studies to illustrate themes/constructs and identify whether the quotations

were participant quotations or the authors interpretations.
20a, 20c

21 Synthesis output Present rich, compelling and useful results that go beyond a summary of the primary studies. 20a, 20c, 23a,
23d

performing other types of tertiary study should consult the
comments related to quantitative and qualitative reviews, as
appropriate.

A limitation of SEGRESS is that the authors of ENTREQ
and RAMESES both acknowledge that their checklists are
preliminary checklists. This means that SE researchers must
remain alert for any changes in the ENTREQ and RAMESES
checklists that could require them to provide additional
information when they report qualitative reviews.

6.2 Preliminary Validation of SEGRESS
The PRISMA 2020 authors did not provide any empirical
validation of their checklist. However, in addition to the
checklist, they provided a more detailed explanation for each
item, a list of issues that need to be addressed by each item
and an excerpt from a published SR related to each item.
This allows readers to better appreciate the rationale for each
item, what needs to be reported for each item, and how the
approach can be implemented in practice.

Following their example, we provide a more detailed
discussion of each item in the Supplementary Material [8],
based on the explanations provided by PRISMA 2020, and
present examples of how the item was reported in published
software engineering SRs. We concentrate on excerpts from a
variety of quantitative and qualitative SRs, at the expense of
mapping studies. We made this decision because mapping
studies are generally easier to report than full SRs. They do
not undertake synthesis of results and have no requirement
to undertake assessment of risk of bias, risk of missing values,
or certainty.

Where possible, we use examples of our own SRs, but for
qualitative reviews and meta-analysis, we use excerpts from
the following SRs:

• For qualitative synthesis, the SR on software engineer
motivation by Beecham, Sharp and their colleagues
reports an SR that undertook an extensive qualitative
synthesis which included a model validation exercise
(see [97], [98] and [99]). For RoB and certainty in the
body of evidence, we report excerpts from [100], [46]
and [101].

• For meta-analysis, we have relied heavily on de-
scriptions of the meta-analysis graphics reported
by Hannay et al. [102], but for copyright reasons,
we cannot use the graphics themselves. We also
use excerpts from an SR that undertook statistical
heterogeneity analysis [36].

A problem with the idea of providing independent
excerpts for each item is that they do not provide readers
with an idea of how related items interact. For this reason,
we have also included a running example by revising the
report of a SR undertaken by Kitchenham, Mendes and
Travassos on the comparative accuracy of single company
and cross-company estimation models reported in a protocol,
conference paper, and journal paper ( [103], [104] and [105]).
This SR is an example of a quantitative SR that did not use
meta-analysis. The running example acts as a trial of how
the SEGRESS items for reporting study RoB, missing data
RoB and certainty in the body of evidence can be integrated
into an overall assessment of the quality of evidence.
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TABLE 8
Mapping RAMESES Qualitative Synthesis Items [10] to PRISMA 2020 items

Id Review Information Required PRISMA
aspect item

Title
1 Identify the document as a realist synthesis or review. 1

Abstract
2 Brief details of the background, review questions or objectives, search strategy, method of selection, appraisal,

analysis and synthesis, main results, and implications for practice.
2

Introduction
3 Rationale for review Explain why the review is needed and what it is likely to contribute to existing understanding of the topic area. 3
4 Objectives and focus of

review
State the objectives of the review and/or the review question(s). Define and provide a rationale for the focus of the
review.

4

Methods
5 Changes in the review

process
Any changes made to the review process that was originally planned should be briefly described and justified. 24c

6 Rationale for using real-
ist synthesis

Explain why realist synthesis was considered the most appropriate method to use. 13d

7 Scoping the literature Describe and justify the initial process of exploratory scoping of the literature. 7
8 Searching process State and provide a rationale for how the iterative searching was done. Provide details of all the sources accessed

for information in the review. For electronic databases report, for example, name of database, search terms, dates
of coverage and date last searched. If researchers with topic knowledge were contacted, indicate how they were
identified and selected.

7, 8

9 Selection and appraisal
of documents

Explain how judgments were made about including and excluding data from documents, and justify these. 5, 8

10 Data Extraction Describe and explain which data or information were extracted from the included documents and justify this
selection.

10a

11 Analysis and synthesis
processes

Describe the analysis and synthesis processes in detail. This section should include information on the constructs
analyzed and describe the analytic process.

13

Results
12 Document flow diagram Provide details on the number of documents assessed for eligibility and included in the review with reasons for

exclusion at each stage as well as an indication of their source of origin (for example, from searching databases,
reference lists and so on).

16

13 Document characteristics Provide information on the characteristics of the documents included in the review. 17
14 Main findings Present the key findings with a specific focus on theory building and testing. 20a

Discussion
15 Summary of findings Summarize the main findings, taking into account the review’s objective(s), research question(s), focus and intended

audience(s).
23a

16 Strengths, limitations
and future research
directions

Discuss both the strengths of the review and its limitations. These should include (but need not be restricted to) (a)
consideration of all the steps in the review process, and (b) comment on the overall strength of evidence supporting
the explanatory insights which emerged. The limitations identified may point to areas where further work is needed.

23b, 23c

17 Comparison with exist-
ing literature

Where applicable, compare and contrast the review’s findings with the existing literature (for example, other
reviews) on the same topic.

23a

18 Conclusion and recom-
mendations

List the main implications of the findings and place them in the context of other relevant literature. If appropriate,
offer recommendations for policy and practice.

23d

19 Funding Provide details of funding source (if any) for the review, the role played by the funder (if any) and any conflicts of
interest of the reviewers.

25, 26

The individual item examples and the running example
are reported in our Supplementary Material [8]. They pro-
vide a preliminary validation that the SEGRESS items are
appropriate for qualitative reviews as well as quantitative
SRs and meta-analyses. The running example demonstrates
that the SEGRESS items properly address the reporting of
risk of bias and quality of evidence, which are the most
challenging aspects of PRISMA 2020 and SEGRESS.

6.3 Issues Arising from the Preliminary Validation of
SEGRESS

As we expected, the issue of coordinating the assessments
of risk of primary study bias and risk of missing data
in order to produce a GRADE style assessment of the
certainty in the body of evidence is the most difficult
part of using the SEGRESS checklist. An advantage of the
SEGRESS checklist was that thinking in terms of the GRADE
and GRADE-CERQual criteria was useful for identifying
potential problems with the primary studies that we did not
identify in the original SR. The problem with the items related
to risk of bias and certainty is that assessing these issues is

subjective. The most difficult problem is assessing the risk of
missing data/projects because the SR authors need to assess
the rigour of their own methods. In contrast, assessing the
risk of primary study bias involves the rigour of the primary
study authors and assessing other GRADE criteria such as
Inconsistency and Indirectness is about the characteristics of
the set of primary studies results contributing to a specific
finding or synthesis outcome.

Nevertheless, the examples have confirmed that the
individual items identified in SEGRESS are relevant to both
quantitative SRs and qualitative reviews, and that, at least
some authors of software engineering SRs are currently
adopting approaches consistent with SEGRESS items.

As a result of our preliminary validation, we have
identified several issues that might influence decisions to
adopt the SEGRESS checklist:

• We have adapted the explanation of some items of
PRISMA 2020 that seem more relevant to medical SRs
rather than to software engineering SRs, based on
our view of best SE practice. Some researchers might
dispute our view of good practice in SE and prefer to
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conform strictly to the PRISMA 2020 guidelines.
• A practical concern is that conforming to SEGRESS

(or indeed PRISMA 2020) may increase the length
of reports of SRs. This may be acceptable if the
outcome of the SR is a simple meta-analysis, but if the
outcomes are more complex (such as a qualitative
model that needs definition and explanation), it
may cause serious length issues. Authors should
consider referencing published protocols, preparing
supplementary material, or publishing the SR results
and any complex model building exercise in separate
publications3.

• Contrary to the order implied by PRISMA 2020, when
creating our running example in the Supplementary
Material [8], we thought that it made more sense to
perform any sensitivity analysis which could lead
to a revision of the SR analysis or synthesis before
initiating any investigation of possible reasons for
the heterogeneity of the results. We have therefore
changed the order of items 13d and 13f, items 20c and
20d in SEGRESS. In general, the order in which sub-
items are discussed that is adopted in a specific SR
should be decided by the authors in order to support
report clarity.

7 DISCUSSION AND CONCLUSIONS

In Section 2, we discussed four tertiary studies that raised
concerns about the standard of SR reports in SE. We identified
the need for reporting guidelines that identify all required
items in the context of a well-defined report structure that
limits unnecessary repetition. Two specific issues that caused
particular concern were reporting threats to validity and
quality assessment. However, as Budgen et al. [1] point out:

• It is important to undertake quality assessment of in-
dividual studies and use the results of that assessment
constructively.

• It is important to assess the strength of evidence
associated with any recommendations that are based
on synthesising the available evidence.

The advantage of PRISMA 2020 is that it provides a frame-
work for addressing these issues (see Figure 1).

The authors of PRISMA 2020 state that it is suitable for
mixed-methods reviews, which we discuss in Section 3.4.
Mixed-methods reviews are particularly important for
industry-based interventions, when outcomes are influenced
by the complex nature of the relationship between the
intervention and its environment. They can be used to help
researchers to interpret/explain the results of quantitative
reviews, when qualitative data from the primary studies or
qualitative reviews on the same topic are available.

3. It is generally accepted that full reports of systematic reviews result
in long documents, and other disciplines have identified a variety of
methods to address this, such as the 1-3-25 method [106]. This approach
advocates a one-page summary of the findings formulated as a set
of “take-home” messages, aimed at end-users of the evidence rather
than researchers, a three-page executive summary of the study and its
findings, addressing the needs of the sponsor and policy-makers, and a
25-page detailed report on the design and conduct of the study that is
intended for reviewers and others who need to know how the review
was conducted. However, such initiatives have not yet been adopted in
SE.

A major disadvantage of PRISMA 2020 for software engi-
neering use is that it is strongly oriented towards quantitative
systematic reviews and meta-analysis of formal experiments
and quasi-experiments, whereas secondary studies in SE are
mainly qualitative studies or mapping studies [7]. Tricco
et al. [17] showed that the original PRISMA statement [16]
was suitable for reporting scoping studies and, in Section 4,
we confirm that PRISMA 2020 is also suitable for mapping
studies. However, the definitions of some items need to
be extended and some items are not relevant, specifically
those related to synthesising primary study outcomes and
assessing the validity of synthesized findings.

The authors of PRISMA 2020 report that it is unsuitable
for qualitative reviews, nevertheless, in Section 5 we show
that PRISMA can be used as a framework for reporting
results of qualitative synthesis by mapping the PRISMA
items to two important qualitative reporting guidelines
(ENTREQ [9] and RAMESES [10]). As a result of assessing
PRISMA items against PRISMA-ScR, ENTREQ and RAME-
SES, we were able to develop the SEGRESS checklist defined
in Table 9. SEGRESS relates the PRISMA 2020 items to the
requirements of mapping studies and qualitative studies. For
each item, we specify which types of systematic review it is
relevant to and, if necessary, include specific information
related to the different types of systematic review. We
hope that SE researchers interested in mixed-methods and
qualitative synthesis will trial the SEGRESS checklist and
comment on their experiences.

We have provided an preliminary validation of SEGRESS
in the Supplementary Material [8], based on examples from
the SE literature and our running example. We hope this is
sufficient to encourage the SE community to undertake more
extensive empirical validation through use, particularly for
qualitative reviews. Adoption of SEGRESS presents a greater
risk for qualitative reviews than quantitative reviews and
mapping studies. SEGRESS is based on PRISMA 2020, so it
is well-suited to quantitative reviews and mapping studies
(which use a subset of the quantitative review items). To
support the use of SEGRESS for qualitative reviews, we
provide an introduction to current standards for qualitative
synthesis in Section 5, together with SE examples and a
detailed discussion of GRADE-CERQual in the Supplemen-
tary Material [8]. However, SE researchers need to be aware
that new versions of PRISMA-ScR and the standards for
reporting qualitative reviews are likely to be published in
the near future. However, any risks associated with adopting
SEGRESS need to be balanced against the SR reporting
problems identified in software engineering. Currently, many
aspects of reporting practice are being criticized, but there is
no holistic view of the requirements for reporting SRs that can
help researchers decide what should be done without a risk
of introducing other problems. SEGRESS attempts to address
this issue and provide an overall integrated framework to
support the reporting of all types of SE systematic reviews.
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TABLE 9. SEGRESS: The PRISMA 2020-inspired structured checklist for reporting SE secondary studies
Section PRISMA

Item
Description

Full Report Use of SEGRESS may result in long documents. For publication purposes, authors should consider referencing material in the protocol, publishing some
material in supplementary material, and reporting any large-scale model building exercise separately from the basic SR report.

Title Identify both the report topic and type of secondary study, so potential readers can find the report.
Title 1 Identify the report as a systematic review, systematic mapping study, tertiary study, qualitative review, or mixed-methods review and

specify the topic being reviewed, see explanation and examples in [8, Sec. 2.1]. Required for all review types.

Abstract Provide a summary of the entire report, so potential readers can easily assess its relevance.
Structured ab-
stract

2 Provide a structured summary incl.: Background (emphasizing the importance of this research), Objective, Methods, Results, Limitations
(optional), Conclusion. Guidelines for constructing an abstract can be found in [15, Table 2] and [20, Box 2] and are discussed in the SEGRESS
Supplementary Material [8, Sec. 2.2]. Required for all review types.

Introduction Set context for the work.
Opening Introduce the larger problem the paper is targeting, lay out a broad context for the work, and highlight the importance of the work to a large

audience. In subsequent steps define the research area, establish a niche within the area (knowledge gap), and then focus on the niche.
Rationale 3 Describe information the reader needs to understand the work the authors did, why it is important, i.e., the rationale for the study (e.g.,

update, new topic area, new empirical results, mature topic having no previous systematic review) and how it contributes to the larger
problem, see explanation and example in [8, Sec. 2.3]. Required for all review types.

Objectives 4 Specify the research questions, explaining how they contribute to the larger problem, see [8, Sec. 2.4]. Required for all review types.

Methods Outline procedures you followed and resources you used to conduct your work.
Eligibility crite-
ria

5 Use the study characteristics to define eligibility criteria based on the intervention or topic of interest [8, Sec. 3.1]. Criteria used to restrict the
search must be specified and justified (e.g., search start and end dates, language limitations, journal restrictions, publication restrictions).
Specify how any existing systematic reviews and/or qualitative reviews on the topic of interest, found by the search process, will be used.
Required for all review types. Tertiary mapping studies investigating research trends must justify search restrictions, such as limiting
inclusion to papers in high quality journals, in terms of the study RQs.

Information
sources

6 Describe all information sources, databases, primary study references, and others (e.g., researchers) with search end dates. The Supplementary
Material [8, Sec. 3.4] includes a checklist for reporting the search process based on the PRISMA-S guide [21], while [107] guides on how
should software engineering secondary studies include grey material. Required for all review types.

Search Strategy 7 Present full search strategy, including, as appropriate, electronic search strings, snowballing, manual search, finding unpublished materials,
and any method(s) used to assess achieved completeness. If previous reviews exist, explain how they have contributed to the current search
process. The Supplementary Material [8, Sec. 3.5] includes a checklist for reporting the search process based on the PRISMA-S guide [21].
Required for all review types. Qualitative reviews should explain any search processes aimed at finding deviant cases and exceptions and
any exploratory scoping of the literature.

Selection
Process

8 State the process for selecting studies, including the specific phases of the selection process, the number of assessors per study, methods
of handling disagreements, any tools used, and any methods of assessing agreement rates [8, Sec. 3.6]. Required for all review types.
Qualitative studies should explain exclusions that relate to synthesis issues rather than eligibility criteria.

Data Collection
Process

9 Specify the method used to collect data from reports, including how many reviewers collected data from each report, whether they worked
independently, any processes for obtaining or confirming data from study investigators, and, if applicable, details of automation tools used
in the process [8, Sec. 3.7]. Required for all review types. For qualitative reviews, indicate which areas of each primary study were analysed.

Data items 10a List, define and justify all outcomes for which data was sought, explaining their relationship to the research questions [8, Sec. 3.8]. Required
for all review types except Mapping studies, because they do not analyse primary study outcomes.

10b List and define all non-outcome variables for which data was sought (e.g., participant and intervention characteristics, funding source).
Describe any assumptions made about any missing or unclear information [8, Sec. 3.9]. Required for all review types. For mapping studies
define any classification systems used to categorize the data items and confirm how the data item relates to the research questions.

Study Risk Of
Bias Assessment

11 Specify the methods used to assess risk of bias in the included studies, including details of the tool(s) used, how many reviewers assessed
each study and whether they worked independently, and, if applicable, details of automation tools used in the process [8, Sec. 3.10]. This is
optional for mapping studies, but required for all other review types.

Effect Measures 12 Specify for each outcome the effect measure(s) (e.g., risk ratio, mean difference) used in the synthesis or presentation of results [8, Sec.
3.11]. This is required for quantitative reviews and meta-analyses. It is sometimes reported by mapping studies, depending on the research
questions (e.g., if the research question involves identifying the definitions of outcome metrics used in empirical studies). It is not required
for qualitative reviews.

Analysis and
Synthesis

13 Quantitative SRs and qualitative reviews should report the methods used for synthesis of primary study outcomes [8, Sec. 3.12]. Mapping
studies should report the methods used to analyse primary study characteristics.

methods 13a Describe the process used to decide which studies were eligible for each synthesis [8, Sec. 3.13].
13b Describe any methods required to prepare the data for presentation or synthesis, such as handling missing summary statistics, or data

conversions [8, Sec. 3.14]. Not required for mapping studies. Qualitative studies should describe the coding processes adopted and specify
whether it was inductive (i.e., based on deriving the code from the raw textual data, which is typical for grounded theory analyses), or
deductive (i.e., based on pre-existing themes or theories).

13c Describe any methods used to tabulate or visually display results of individual studies and synthesis [8, Sec. 3.15]. Required for all review
types. For mapping studies describe the methods used to prepare tables, graphs and maps of study characteristics.

13d Describe any methods used to synthesize results and provide a rationale for the choice(s) [8, Sec. 3.16]. Required for all types of review except
mapping studies. If meta-analysis was performed, describe the model(s), method(s) to identify the presence and extent of heterogeneity,
and the software packages(s) used. Qualitative studies should, where necessary, identify constructs analyzed, explain how findings from
different studies were compared, and specify how synthesized findings were validated.

Continued on next page
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Section PRISMA
Item

Description

13e Describe any sensitivity analysis conducted to assess robustness of the synthesized results [8, Sec. 3.17]. Formal procedures are available for
quantitative synthesis and mixed-methods analysis, such as removing high influence data points. For qualitative methods, this involves
discussing the impact of any deviant cases and exceptions on the synthesized findings. Not required for mapping studies.

13f Describe any methods used to explore possible causes of heterogeneity among study results [8, Sec. 3.18]. Required for all types of review
except mapping studies.

Reporting Bias
Assessment

14 Describe any methods used to assess risk of bias due to publication bias [8, Sec. 3.19]. Not required for mapping studies, or secondary
studies investigating SE research practices rather than SE development and maintenance methods.

Certainty
Assessment

15 Describe methods used to assess certainty (or confidence) in the body of evidence for an outcome (e.g., GRADE) [8, Sec. 3.20]. Not required
for mapping studies or secondary studies investigating SE research practices, but essential for all other review types. See Section 3.3.3 and
Section 5.1.3.

Results Communicate complex, quantitative and qualitative information in an easy to read manner.
Study selection 16a Describe the results of the search and selection process, from the number of records identified in the search to the number of studies included

in the review, ideally using a flow diagram [8, Sec. 4.1]. Report agreement statistics, if collected. Required for all review types. Qualitative
studies should describe any iteration between selection and synthesis.

16b Cite studies that met many but not all inclusion criteria (’near-misses‘) and explain why they were excluded [8, Sec. 4.2]. Optional for
mapping studies, required for all other review types. Qualitative reviews should identify any eligible studies that were excluded from
synthesis and justify the exclusions.

[17-
22]

Reporting Style: If reporting syntheses (i.e., meta-analysis results or answers to research questions) obtained from different subgroups of primary studies
or different research questions consider using an iterative reporting approach, keeping items 17 to 22 together for primary studies subgroups or specific
research questions. Note that, even if using an iterative style for reporting, it may be appropriate to report information that was obtained from every
primary study in integrated tables. The issue is that risk of bias among contributing primary studies will be different for different syntheses if they depend
on different subsets of studies.

Study character-
istics

17 Describe the characteristics of each included study, and provide citations [8, Sec. 4.3]. Required for all review types.

Risk of Bias in
Studies

18 Present data on the risk assessment for each study [8, Sec. 4.4]. Report agreement statistics. Optional for mapping studies but required for all
other review types.

Results of indi-
vidual studies

19 For quantitative reviews, for all outcomes, present for each study [8, Sec. 4.5]: a) summary statistics for each group (where appropriate) and
(b) an effect estimate and its precision (e.g., confidence/credible interval), ideally using structure tables or plots. For qualitative reviews,
present the major findings from each study included in the synthesis. Not usually required for mapping studies.

Results of Anal-
yses and Syn-

20 Quantitative SRs and Qualitative reviews should describe the results of their syntheses [8, Sec. 4.6]. Mapping studies should report their
analyses of primary study characteristics.

theses 20a Report each synthesis, briefly summarising the characteristics and risk of bias among contributing studies [8, Sec. 4.7]. Required for all
review types. For qualitative studies, define any derived themes, and focus on theory building and testing. Provide appropriate quotations
specifying the primary study from which the quotation was obtained, and whether it was produced by the study authors or individual
study participants. For mapping studies, discuss the maps and tables produced to address each research question.

20b Present results of all statistical syntheses conducted [8, Sec. 4.8]. If meta-analysis was performed, present for each analysis, the summary
estimate and its precision (e.g., confidence/credible interval) and measures of statistical heterogeneity. If comparing groups, describe the
direction of the effect. Only required for quantitative reviews.

20c Present results of all sensitivity analysis conducted to assess the robustness of the synthesized results [8, Sec. 4.9]. Qualitative studies should
discuss deviant cases and exceptions [96] and should report any additional validation of qualitative models.

20d Present results of all investigations of possible causes of heterogeneity among study results [8, Sec. 4.10]. Not required for mapping studies.
Other review types should attempt to identify qualitative factors that might explain different primary study outcomes.

Reporting
Biases

21 Report results of assessing publication bias for each synthesis [8, Sec. 4.11]. For meta-analysis, report the heterogeneity among studies and
provide funnel plots. Not usually required for mapping studies or qualitative studies.

Certainty of Evi-
dence

22 Present assessment of certainty (or confidence) in the body of evidence for each reported finding [8, Sec. 4.12]. Not required for mapping
studies. Required for all other review types.

Discussion Turn data into knowledge (i.e., advice or recommendations for practitioners, academics, and educators), point out how your results
provide novel understanding, challenge previous knowledge, or resolve persisting controversy answering questions raised in the
Introduction.

Discussion 23a Provide a general interpretation of the results in the context of other evidence [8, Sec. 5.2]. Where applicable compare review findings with
other reviews on the same topic. Required for all review types.

23b Discuss any limitations of the evidence included in the review [8, Sec. 5.3]. Required for quantitative and qualitative reviews. Not required
for mapping studies.

23c Discuss any limitations of the review process used [8, Sec. 5.4]. Required for all reviews, but include only those issues that were not
previously addressed as part of the specification of the specified review process or when discussing the synthesis results.

23d Discuss implications of the results for practice, policy and future research [8, Sec. 5.5]. Required for all review types. For mapping studies,
only discussion of future research is relevant.

Registration
and Protocol

24a Provide registration information for the review, including register name and registration number, or state that the review was not registered [8,
Sec. 6.2]. Guidelines for constructing an SR protocol can be found in the PRISMA-P statement [18]. Optional for all review types.

24b Indicate where the review protocol can be accessed or state why no protocol is available [8, Sec. 6.3]. Optional for mapping studies, required
for all other review types.

24c Describe and explain any amendments to information provided at registration or in the protocol [8, Sec. 6.4]. Required for quantitative and
qualitative review types, optional for mapping studies.

Support 25 Describe sources of financial and non-financial support for the review and the role of the funders or sponsors of the review [8, Sec. 6.5].
Required for all review types.

Competing In-
terests

26 Declare competing interests of the review authors [8, Sec. 6.6]. Required for all review types.

Availability Of
Data, Code and
Other Materials

27 Report which of the following are publicly available and where they can be found (e.g., Zenodo, Figshare, Dryad): template data collection
forms; data extracted from included studies; data used for all analyses; analytic code; any other materials used in the review or to produce
the review (e.g., Rnw file if using R scripts or code chunks as analytic code) [8, Sec. 6.7] [108]. Optional but recommended for all review
types.
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