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A B S T R A C T 

We investigate the ‘Local Hole’, an anomalous underdensity in the local galaxy environment, by extending our previous galaxy 

K- band number-redshift and number-magnitude counts to ≈90 per cent of the sky. Our redshift samples are taken from the 
2MASS Redshift Surv e y (2MRS) and the 2M ++ catalogues, limited to K < 11.5. We find that both surv e ys are in good 

agreement, showing an ≈ 21 −22 per cent underdensity at z < 0.075 when compared to our homogeneous counts model that 
assumes the same luminosity function (LF) and other parameters as in our earlier papers. Using the Two Micron All Sky Survey 

(2MASS) for n ( K ) galaxy counts, we measure an underdensity relative to this model of 20 ± 2 per cent at K < 11.5, which is 
consistent in both form and scale with the observed n ( z) underdensity. To examine further the accuracy of the counts model, we 
compare its prediction for the fainter n ( K ) counts of the Galaxy and Mass Assembly (GAMA) surv e y. We further compare these 
data with a model assuming the parameters of a previous study where little evidence for the Local Hole was found. At 13 < K < 

16, we find a significantly better fit for our galaxy counts model, arguing for our higher LF normalization. Although our implied 

underdensity of ≈ 20 per cent means local measurements of the Hubble Constant have been overestimated by ≈3 per cent, such 

a scale of underdensity is in tension with a global � CDM cosmology at an ≈3 σ level. 

Key words: cosmological parameters – distance scale. 
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 I N T RO D U C T I O N  

istance scale measurements of the expansion rate of the Universe
r Hubble’s Constant, H 0 , have improved significantly over recent
ears. F or e xample, estimates of H 0 calculated by Riess et al. ( 2016 )
nd the best-fitting value of H 0 = 73.24 ± 1.74 km s −1 Mpc −1 , a
uoted accuracy of 2.4 per cent. Ho we ver, this result is in serious
ension with H 0 predictions made through � CDM model fits to the
lanck CMB Power Spectrum. This ‘early Universe’ measurement
ields a value of H 0 = 67.4 ± 0.5 km s −1 Mpc −1 (Planck Collabo-
ation VI 2018 ), which presents a tension at the 3 −4 σ level with
easurements made using the local distance scale (see also Riess

t al. 2018b ). 
These authors recognize the possibility that a source of the ∼

 per cent discrepancy between the H 0 measurements is unaccounted
ystematic uncertainties in one of, or both of the distance scale and
arly Uni verse approaches. Ho we ver, an alternati ve proposal lies
n studies of the galaxy distribution in the local Universe by Shanks
 1990 ), Metcalfe et al. ( 1991 , 2001 ), Frith et al. ( 2003 ), and Busswell
t al. ( 2004 ), who find evidence for an underdensity or ‘Local Hole’
tretching to 150 − 200 h 

−1 Mpc in the local galaxy environment. 
Notably, Whitbourn & Shanks ( 2014 ; hereafter WS14 ) suggest

hat the tension in H 0 measurements may arise from the outflow
ffects of the Local Hole. They find a detected underdensity of

15 ± 3 per cent in number-magnitude counts n ( m ) and redshift
 E-mail: jonathanhw.wong@gmail.com 

fi  

H

Pub
istributions n ( z), measured relative to a homogeneous model o v er a
9000 de g 2 area co v ering the NGC and SGC. This underdensity is
ost prominent at K < 12.5 and leads to an ∼ 2 − 3 per cent increase

n H 0 which alleviates the tension to a 5 per cent level. Further,
hanks, Hogarth & Metcalfe ( 2019a ) suggested that Gaia DR2
arallaxes might not have finally confirmed the Galactic Cepheid
istance scale as claimed by Riess et al. ( 2018b ) and could at least
uperficially, help reduce the o v erall tension to < 1 σ . 

Moreo v er, the e xistence of the Local Hole has been detected in
ider cluster distributions, with B ̈ohringer et al. (2015 ), Collins et al.

 2016 ) and B ̈ohringer, Chon & Collins ( 2020 ) finding underdensities
f ∼ 30 per cent in the X-Ray cluster redshift distributions of the
EFLEX II and CLASSIX surv e ys, respectiv ely. These results are

n strong agreement with the galaxy counts of WS14 , and suggest
hat the observed H 0 within the underdensity would be inflated by
 . 5 + 2 . 1 

−2 . 8 per cent . 
Contrastingly, Riess et al. ( 2018a ) critique the assumption of

sotropy and spherical symmetry assumed in the modelling of
he Local Hole, highlighting that the WS14 data set co v ers only
0 per cent of the sky, yet measurements drawn from this subset
re projected globally to draw conclusions on the entire local
nvironment. These authors further suggest that such an all-sky local
nderdensity would then be incompatible with the expected cosmic
ariance of mass density fluctuations in the � CDM model at the
6 σ le vel. In addition, K enworthy, Scolnic & Riess ( 2019 ) failed to
nd dynamical evidence in the form of infall velocities for the Local
ole in their Pantheon supernova catalogue. 
© 2022 The Author(s) 
lished by Oxford University Press on behalf of Royal Astronomical Society 

http://orcid.org/0000-0003-2612-7926
mailto:jonathanhw.wong@gmail.com


The local hole 5743 

2  

H  

c
f  

S  

t
J

 

a
c  

r
t  

c  

|
 

o  

b  

s  

o

2

2

W  

v
s
p  

i  

a  

d

K

2

T  

a  

e  

c
w  

w
 

c
l  

3
a  

d  

C

t  

f
‘  

d
o  

a

K

T  

t  

c  

w
 

i  

2  

i  

B
W

f  

m  

T  

f

2

T  

p  

i  

T  

2  

t  

c
(  

i  

c  

c  

≈  

s  

c  

s  

o  

g  

c
(  

c  

s

2

V  

i
o  

c  

s  

s  

‘
a  

p  

o  

t  

m
w  

e  

K  

fi
K  

t  

t  

m  

l

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/511/4/5742/6540970 by U
niversity of D

urham
 user on 26 M

ay 2022
Further, through analyses of the galaxy distribution in the 
M ++ Catalogue, Jasche & Lavaux ( 2019 ), following Lavaux &
udson ( 2011 ; hereafter LH11 ) find that local structure can be ac-

ommodated within a standard concordance model, with no support 
or an underdensity on the scale suggested by WS14 . Ho we ver,
hanks et al. ( 2019b ; see also Whitbourn & Shanks 2016 ) question

he choice of the Luminosity Function (LF) parameters used by 
asche & Lavaux ( 2019 ) and LH11 . 

In this work, we will examine two aspects of the abo v e arguments
gainst the Local Hole. First, to address the premise that the 
onclusions of WS14 co v er too small a sky area to support a
oughly isotropic underdensity around our position, we will extend 
he analysis of WS14 and measure K -band n ( m ) and n ( z) galaxy
ounts o v er ≈90 per cent of the sky to a limiting Galactic latitude
 b| � 5 ◦. 

Secondly, we will compare the n ( z) and n ( K ) model predictions
f WS14 with LH11 . These predictions will be compared at both the
right 2MASS limit and at the fainter K -band limit of the GAMA
urv e y to try and understand the reasons for the different conclusions
f WS14 and LH11 on the existence of the ‘Local Hole’. 

 DATA  

.1 Photometric sur v eys 

e now detail properties of the photometric surv e ys used to pro-
ide n ( m ) counts, alongside calibration techniques and star-galaxy 
eparation methods that we apply to ensure consistency between the 
hotometric data and model fit. Following WS14 , we choose to work
n the Vega system throughout. Thus for the GAMA surv e y, we apply
 K -band conversion from the AB system according to the relation
etermined by Driver et al. ( 2016 ) 

 s ( V ega) = K s ( AB) − 1 . 839 (1) 

.1.1 2MASS 

he Two Micron All Sky Survey, 2MASS (Skrutskie et al. 2006 ) is
 near-infrared photometric surv e y achieving a 99.998 per cent cov-
rage of the celestial sphere. In this work, we will take K -band n ( m )
ounts from the 2MASS Extended Souce Catalogue (2MASS xsc), 
hich is found to be ∼ 97 . 5 per cent complete (McIntosh et al. 2006 ),
ith galaxies thought to account for ≈ 97 per cent of sources. 
For the galaxy n ( m ) results, we choose to work in Galactic

oordinates and present counts from down to a limiting Galactic 
atitude | b | > 5 ◦ except for the Galactic longitude range, 330 < l <
0 ◦ where our limit will be | b | > 10 ◦. This is the same 37 063 deg 2 

rea of sky used by LH11 . These cuts are moti v ated by the increasing
ensity of Galactic stars at lower latitudes and close to the Galactic
entre. 
Following WS14 , sources are first selected according to the quality 

ags ‘ cc flg = 0’ or ‘ cc flg = Z’. We will work with a corrected
orm of the 2MASS xsc extrapolated surface brightness magnitude, 
 K m ext’, quoted in the Ve ga system. The conv ersion we use is
etailed in WS14 Appendix A1, and utilizes the K -band photometry 
f Lo v eday ( 2000 ). F or sources in the range 10 < K < 13.5, we take
 corrected form of the magnitude, K Best , defined as 

 Best = 0 . 952 × ( K m ext + 0 . 5625) . (2) 

he effect of converting to the K Best system is to slightly steepen
he observed counts at the fainter end. Ho we ver, the ef fect of the
onversion is small and its inclusion does not alter the conclusions
e draw. 
To remo v e stellar sources in 2MASS, we exploit here the availabil-

ty of the Gaia EDR3 astrometric catalogue (Gaia Collaboration et al.
016 , 2021 ) and simply require that a source detected in Gaia EDR3
s not classed as pointlike as defined by equation (3) of Section 2.1.4 .
ut when compared to the star-galaxy separation technique used by 
S14 , little difference to the galaxy n ( K ) and n ( z) is seen. 
Finally, 2MASS galaxy K s magnitudes are corrected throughout 

or Galactic absorption using the E ( B − V ) extinction values deter-
ined by Schlafly & Finkbeiner ( 2011 ) and A K s 

= 0 . 382 E( B − V ).
he coefficient here corresponds to the relation A V = 3.1 E ( B − V )

or the V -band. 

.1.2 GAMA 

he Galaxy And Mass Assembly, GAMA surv e y (Driv er et al. 2009 )
ro vides a multiwav elength catalogue co v ering the near- and mid-
nfrared, comprising ≈300 000 galaxies o v er an area of ≈180 deg 2 .
he surv e y offers deeper K counts which are not accessible in the
MASS sample, so we will use GAMA to compare the ability of
he WS14 - and LH11 -normalized models to fit faint K -band n ( m )
ounts. Measurements will be taken from the GAMA DR3 release 
Baldry et al. 2018 ) using the Kron magnitude ‘ MAG AUTO K ’,
nitially given in the AB system. We will target the combined
ount of the three equatorial regions G09, G12, and G15, each
o v ering 59.98 de g 2 with an estimated galaxy completeness of

98 . 5 per cent (Baldry et al. 2010 ). We shall take the GAMA
ample to be photometrically complete to K < 15.5 but only
omplete to K < 15 for their redshift surv e y since a visual in-
pection of the K counts of galaxies with redshifts indicates that
nly the G09 and G12 redshift surv e ys reach this limit. For star-
alaxy separation, we shall first use the g − i : J − K galaxy
olour-based method recommended for GAMA by Baldry et al. 
 2010 ) (see also Jarvis et al. 2013 ) before applying the Gaia
riteria of Section 2.1.4 to this subset to reject any remaining
tars. 

.1.3 VICS82 

ISTA-CFHT Stripe 82, VICS82 (Geach et al. 2017 ), is a surv e y
n the near-infrared o v er J and K s bands, co v ering ≈150 de g 2 

f the SDSS Stripe82 equatorial field. The surv e y pro vides deep
o v erage to K < 20. Sources are detected and presented mea-
uring a total magnitude ‘ MAG − AUTO ’ quoted in the AB
ystem. The image e xtraction giv es a star-galaxy separation flag,
 Class Star ’, with extended and point-like sources distributed 
t 0 and 1, respectively. Whereas Geach et al. ( 2017 ) defined
ointlike sources at Class Star > 0.95, we shall define extended
bjects using a more conserv ati ve cut at Class Star < 0.9. We
hen use the Gaia method of Section 2.1.4 to remo v e an y re-

aining pointlike objects. In terms of K magnitude calibration, 
e start from the same VICS82 K mag auto system as Geach

t al. ( 2017 ) who note that there is zero offset to 2MASS total
 20 magnitudes (see their Fig. 4 ). Ho we ver, in Appendix C , we
nd that between 12 . 0 < K m ext < 13 . 5, the offset K m ext −
 V I C S 82 = 0 . 04 ± 0 . 004 mag and this is the offset we use for

hese VICS82 data in this work. As with GAMA, we then use
he deep K -band counts of VICS82 to test how well the WS14
odel predicts faint galaxy counts beyond the 2MASS K < 13

imit. 
MNRAS 511, 5742–5755 (2022) 
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Table 1. Summary statistics of the n ( m ) and n ( z) data sets we use for analysis 
of the Local Hole o v er the wide-sky area ( | b | > 5 ◦ except for | b | > 10 ◦ at 
330 ◦ < l < 30 ◦). 

Surv e y Wide-Sky Area Magnitude n ( m ) n ( z) 
(deg 2 ) limit (2MASS) 

2MRS 38 730 
37 063 K < 11.5 41 771 

2M ++ 34 310 

2MRS 43 295 
37 063 K < 11.75 59 997 

2M ++ 44 152 
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.1.4 Star-galaxy separation using Gaia 

he Gaia Surv e y (Gaia Collaboration et al. 2018 ) provides an all-sky
hotometry and astrometry catalogue for o v er 1 billion sources in the
 -band, and is taken as essentially complete for stars between G =
2 and 17. The filter used to determine pointlike objects makes use of
he total flux density ‘ G ’ and astrometric noise parameter ‘ A ’, which
s a measure of the extra noise per observation that can account for
he scatter of residuals (Lindegren et al. 2018 ). Explicitly, through
he technique of Krolewski et al. ( 2020 ), pointlike sources are then
lassified as 

ointlike ( G, A ) 

= 

{
log 10 A < 0 . 5 if G < 19 . 25 
log 10 A < 0 . 5 + 

5 
16 ( G − 19 . 25) otherwise . 

(3) 

his separation technique is applied, sometimes in combination
ith other techniques, to the raw photometric data sets taken from
MASS, GAMA, and VICS82 used to analyse the wide-sky and
aint-end n ( m ) counts. 

.2 Redshift sur v eys 

e now present characteristics of the redshift surv e ys used to
easure the n ( z) galaxy distribution; and the techniques we apply to

nsure the data remain consistent with those of WS14 . 
To achieve close to all-sky measurement, we similarly take the

bserved n ( z) survey distribution to the same LH11 ( l , b ) limits
iscussed in Section 2.1.1 and work with redshifts reduced to the
ocal Group barycentre (see equation 10 of WS14 ). While WS14
se the SDSS and 6dFGRS surv e ys to measure separate distributions
n the Northern- and Southern-galactic hemispheres, respectively,
e will access a larger sky area using the wide-sky redshift surveys
ased on the photometric 2MASS catalogue. 

.2.1 2MRS 

he 2MASS Redshift Surv e y, 2MRS (Huchra et al. 2012 ) is a
pectroscopic surv e y of ∼45 000 galaxies co v ering 91 per cent of
he sky built from a selected sample of the 2MASS photometric
atalogue limited to K < 11.75. The 2MRS Surv e y is reported to be
7.6 per cent complete excluding the galactic region | b | < 5 ◦ and
rovides a coverage to a depth z ∼ 0.08. 
To remain consistent with the n ( m ) distributions, we work with

 K -band limited 2MRS sample, achieved by matching the 2MRS
ata with the star-separated 2MASS Extended Source Catalogue.
o minimize completeness anomalies, we take a conserv ati ve cut at
 < 11.5 to measure the n ( z) distribution. In Table 1 , we provide

ummary statistics of the n ( z) data set achieved by the matching
rocedure, alongside the corresponding 2MASS n ( m ) count. 
NRAS 511, 5742–5755 (2022) 
.2.2 2M ++ 

he 2M ++ Catalogue ( LH11 ) is a spectroscopic surv e y of ∼70 000
alaxies comprised of redshift data from 2MRS, 6dFGRS, and SDSS.
he 6dFGRS/SDSS and 2MRS data are given to | b | > 10 ◦ and | b | >
 

◦, respectiv ely, e xcept in the region −30 ◦ < l < + 30 ◦ where 2MRS
s limited to | b | > 10 ◦. 

The 2M ++ Catalogue applies masks to this field to associate
articular regions to each survey, weighting by completeness and
agnitude limits. Overall, this creates a set of galaxies co v ering

n all-sky area of 37 080 deg 2 which is thought to be ∼ 90 per cent
omplete to K ≤ 12.5. To compare with counts from 2MRS, we
ill measure the redshift distribution to a depth K < 11.5, with the

ummary statistics presented in Table 1 . 

.2.3 Spectroscopic incompleteness 

or a given n ( z) sample taken from 2MRS and 2M ++ , we correct the
ata using an incompleteness factor. The observed n ( z) distribution
rom the surv e y is multiplied by the ratio of the total number of
hotometric to spectroscopic galaxies within the same target area
nd magnitude limit. Here, the photometric count is taken from the
MASS Extended Source Catalogue and the correction ensures that
he total number of galaxies considered in the redshift distribution
 ( z) is the same as in the magnitude count n ( m ). A breakdown of the
ompleteness of each surv e y as a function of magnitude is presented
n Appendix D . 

.3 Field–field errors 

he field–field error, σ , in the galaxy 2D sky or 3D volume density
n each photometric or spectroscopic bin is simply calculated by
ampling the galaxy densities in n sub-fields within the wide-sky
rea and calculating their standard error. For n sub-fields, each with
alaxy density, ρ i , the standard error σ on the mean galaxy density,

¯, in each magnitude or redshift bin is therefore 

2 = 

1 

n ( n − 1) 

n ∑ 

i= 1 

( ρi − ρ̄) 2 . (4) 

o, for the 2MASS wide-sky survey, we divide its area into 20
ubfields each co v ering 1570 de g 2 o v er the majority of the sk y, but in
he offset strip for 330 ◦ < l < 30 ◦, there are four additional subfields
f equal area 1420 deg 2 that have slightly different boundaries. The
0 per cent smaller boundaries for 4 out of 24 sub-fields is assumed to
eave equation (4) a good approximation to the true field–field error
stimate. In Section 5 , we detail the Galactic coordinate boundaries of
ach sub-field in a Mollweide projection and consider the individual
alaxy densities in each of these n = 24 sub-fields to visualize the
xtent on the sky of the Local Hole. 

 M O D E L L I N G  

o examine the redshift and magnitude distribution of galaxies, we
easure their differential number counts per square degree on the

ky as a function of magnitude, m , and redshift, z, o v er a bin size
 m = 0.5 and �z = 0.002, respectively. The observed counts are

hen compared to the WS14 theoretical predictions that assumed a
odel based on the sum of contributions from the type-dependent
Fs of Metcalfe et al. ( 2001 ). The LF parameters φ∗, α, M 

∗,
hich represent the characteristic density, slope, and characteristic
agnitude, respectively, are presented for each galaxy type in Table 2 .
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Table 2. The LF parameters defined at zero redshift as a func- 
tion of galaxy-type, used as the homogeneous model by WS14 
and adopted in this work. The absolute magnitudes are ‘total’ 
K -band magnitudes, corresponding to our K Best system. Here, 
the Hubble parameter H 0 = 100 h km s −1 Mpc −1 . 

Type φ∗( h 3 Mpc −3 ) α M 

∗
K 

+ 5 log 10 ( h ) 

E/S0 7.42 × 10 −3 −0.7 −23.42 
Sab 3.70 × 10 −3 −0.7 −23.28 
Sbc 4.96 × 10 −3 −1.1 −23.33 
Scd 2.18 × 10 −3 −1.5 −22.84 
Sdm 1.09 × 10 −3 −1.5 −22.21 
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The apparent magnitude of galaxies is further dependent on their 
pectral energy distribution and evolution, modelled through k ( z) 
nd e ( z) corrections, respectively. Thus, we calculate the apparent 
agnitude m by including these in the distance modulus for the [ m ,

] relation 

 = M + 5 log 10 ( D L ( z)) + 25 + k( z) + e( z) , (5) 

here D L ( z) represents the luminosity distance at redshift, z. In this
ork, the k and e corrections are adopted from WS14 who adopt
ruzual & Charlot ( 2003 ) stellar synthesis models. We note that the
 band is less affected by k and e corrections than in bluer bands
ecause of the older stars that dominate in the near-IR. 
In addition to the basic homogeneous prediction, we consider 

he WS14 inhomogeneous model in which the normalization φ∗ is 
escribed as a function of redshift. We trace the radial density profile
hown in each redshift bin of the observed n ( z) count (see Fig. 1 b),
nd apply this correction to the n ( m ) model prediction according to 

∗( z) = 

{ 

n ( z) obs 
n ( z) global 

φ∗
global z ≤ z global 

φ∗
global z > z global 

, (6) 

here the n ( z) obs are the observed distributions from our chosen
edshift surv e ys, φ∗

global describes the standard homogeneous nor- 
alization as detailed in Table 2 , and z global is the scale at which

he inhomogeneous model transitions to the homogeneous galaxy 
ensity. 
In such a way we can model the effect of large-scale structure

n the number-magnitude prediction, which we use as a check 
or consistency in measurements of any underdensity between the 
bserved n ( m ) and n ( z) counts. In this work, we test the effect of two
ransition values z global = 0.06 and 0.07. 

 G A L A X Y  REDSHIFT  DISTRIBU TION  

he observed n ( z) distribution measured in the 2MRS and 
M ++ catalogues o v er the wide-sky area to | b| � 5 ◦ is shown
n Fig. 1 (a). The data are limited to K < 11.5 and compared to
he n ( z) predictions of the homogeneous WS14 LF model, 1 with a
orresponding plot of the observed n ( z) divided by the model shown
n Fig. 1 (b). Counts have been corrected with the spectroscopic 
ncompleteness factor described in Section 2.2.3 ; and a description 
f the completeness of each sample as a function of magnitude is
iven in Appendix D . Errors have been calculated using the field–
eld method incorporating the uncertainty in each observed redshift 
in combined with the uncertainty in the incompleteness. 
 We note that convolving the WS14 model n ( z) with a Gaussian of width 

z = 0.001 to represent the combined effect of redshift errors and peculiar 
elocities of ±300 km s −1 shows no discernible difference. 

φ  

o  

2  

i
h

Subject to the limiting magnitude K < 11.5, each surv e y shows
 distribution where the majority of the observed n ( z) data fall
elow the predicted count of the WS14 homogeneous model. The 
bserved distributions fail to converge to the model until z > 0.06
nd below this range the data exhibit a characteristic underdensity 
hat is consistent with n ( z) counts o v er the NGC and SGC presented
n WS14 . 

To analyse the scale of underdensity in our measurements, we 
onsider the ‘total’ density contrast, calculated by e v aluating the
ifference between the sum of the observed count and predicted 
ount, normalized to the sum of the predicted count. Here, we take
he sum o v er n ( z) bins from z = 0 to the upper limits of z = 0.05 and
.075. Calculations of the density contrast in our wide-sky 2MRS and
M ++ distributions within these bounds are presented in Table 3 . 
The measured density contrast of each surv e y at z < 0.075 are in

xcellent agreement and indicate that the wide-sky n ( z) counts are
21 −23 per cent underdense relative to the model. At both limits, 

he 2MRS data set produces a marginally greater underdensity than 
M ++ , ho we ver, the two values remain consistent to within 1 σ and
emonstrate a continuous underdensity in the n ( z) distribution. 
We note that in our approach, we have applied a single incomplete-

ess factor to correct each bin in the observed n ( z) distribution equally
hile a more detailed examination could incorporate a magnitude- 
ependent factor. This technique was implemented in WS14 , where 
he completeness factor was introduced into the LF n ( z) model such
hat each bin conserved the galaxy number. Ho we ver, the change to
he n ( z) sample as a result of this method was less than 1 per cent
nd so we have not implemented this more detailed correction here. 

We shall return in Section 6.1 to discuss the reasons for the
ifference in the n ( z) model prediction of LH11 , also shown in
ig. 1 (a). 

 G A L A X Y  NUMBER  M AG N I T U D E  C O U N T S  

.1 2MASS n ( m ) counts 

e now consider the 2MASS number-magnitude counts and examine 
he extent the WS14 homogeneous model can self-consistently 
eplicate an n ( m ) underdensity that is of the same profile and at
 similar depth as that suggested by the galaxy redshift distributions
f 2MRS and 2M ++ . 
The observed K -band n ( m ) count of the 2MASS Extended Source

atalogue to the wide-sky limit of | b| � 5 ◦, is presented in Fig. 2 (a).
imilar to the n ( z) comparison in Fig. 1 , these counts appear low
ompared to the homogeneous model of WS14 , here at K < 12. 

To examine whether the n ( m ) counts are consistent with the form of
he underdensity shown in the n ( z) measurements, we also predict this
 ( m ) based on the LSS-corrected φ∗( z) normalization (see Section 3 ).
e first show the observed n ( m ) count divided by the homogeneous
S14 model in Fig 2 (b). Then, we use the n ( z) obs derived from

ach of the 2MRS and 2M ++ n ( z) distributions in Fig. 1 (b), both
imilarly divided by the WS14 homogeneous model. The orange 
nd green lines represent the 2MRS and 2M ++ -corrected models,
espectively. 

At K < 12.5, the wide-sky n ( m ) distribution shows a significant
nderdensity relative to the homogeneous prediction, only reaching 
onsistency with the model at K ≈ 13. Moreover, we find that the
∗( z) models describing the observed n ( z) inhomogeneities in each
f 2MRS and 2M ++ give a significantly more accurate fit to the
MASS n ( m ) count. This indicates that the profile of the underdensity
n the galaxy redshift distributions, measured relative to the WS14 
omogeneous prediction, is consistent with the observed n ( m ) counts. 
MNRAS 511, 5742–5755 (2022) 
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Figure 1. The observed n ( z) distributions of the 2MRS and 2M ++ Catalogues measured to the wide-sky area | b| � 5 ◦ and consistently limited to K < 11.5 
where: (a) Counts are fit alongside the WS14 homogeneous model and LH11 -normalized model o v er a bin size �z = 0.002. (b) The n ( z) counts are normalized 
to the WS14 model to demonstrate observed under and overdensities across the distribution. 

Table 3. The measured density contrasts between the WS14 LF model 
and n ( z) counts of 2MRS and 2M ++ o v er the ∼37 000 de g 2 wide-sk y 
area. The samples are taken to a limiting magnitude K < 11.5 and detail 
the scale of under and o v erdensities to the specified ranges z < 0.05 and 
z < 0.075. 

Sample limit Surv e y Density contrast (per cent) 

2MRS −23 ± 2 
z < 0.05 

2M ++ −21 ± 3 

2MRS −22 ± 2 
z < 0.075 

2M ++ −21 ± 2 
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To explicitly e v aluate the 2MASS n ( m ) underdensity, we give
alculations of the density contrast in Table 4 . To mitigate the
ncertainty at the bright end and remain in line with measurements
iven by WS14 , we take a fixed lower bound, K > 10, and vary the
pper magnitude bound. 
The measurements of the total density contrast in the wide-sky

 ( m ) count in Table 4 demonstrate a significant scale of underdensity
t 10 < K < 11.5 that becomes less pronounced approaching K

13.5. Notably, at K < 11.5, we measure an underdensity of
0 ± 2 per cent , which is consistent with the ≈ 21 − 22 per cent un-
erdensity shown in the 2MRS and 2M ++ n ( z) counts. Additionally,
or K < 12.5, we find a wide-sky underdensity of 13 ± 1 per cent ,
hich is in good agreement with the 15 ± 3 per cent underdensity

alculated in the three WS14 fields o v er the same magnitude range.
he field–field errors suggest strongly significant detections of a 13–
1 per cent underdensity o v er the wide-sk y area. This is in agreement
ith WS14 , who found an ≈15 per cent underdensity from their

ample co v ering a ≈4 times smaller area o v er the NGC and SGC.
n addition, we note the effect of the magnitude calibration to the
o v eday system. Excluding the correction lowers the observed count
t the faint end by ≈ 10 per cent , confirming the conclusion of WS14
hat an underdensity is seen independent of applying the Lo v eday

agnitude correction. Finally, we again shall return in Section 6.1
o discuss why the n ( m ) model prediction of LH11 also shown in
ig. 2 (a) are so much lower than that of WS14 . 
NRAS 511, 5742–5755 (2022) 
.2 Sub-field n ( m ) density contrast measurements 

o further assess the sky extent of the Local Hole, we next consider
he properties of the wide-sky sub-fields from which we derive the
eld–field errors and e v aluate the 2MASS n ( m ) density contrast in
ach sub-field region. 

Fig. 3 shows the density contrast between the 2MASS n ( m ) counts
nd the WS14 homogeneous model in each sub-field area that is also
sed to e v aluate the wide-sky n ( m ) and n ( z) field–field errors. The
verage density contrast in each field is plotted colour-coded on a
ollweide projection, which also details the geometric boundaries

f each region in Galactic coordinates. 
To probe the underdensity, we choose to take the sum o v er

he range 10 < K < 12.5 to remain consistent with the limits
onsidered in WS14 . In addition, to examine the properties of
ndividual regions, we plot the local galaxy clusters and superclusters
ighlighted in LH11 using positional data from Abell, Corwin &
lowin ( 1989 ), Einasto et al. ( 1997 ), and Ebeling et al. ( 1998 ), and
rovide their redshift as quoted by Huchra et al. ( 2012 ) in the 2MRS
atalogue. 
From the lack of yellow-red colours in Fig. 3 , it is clear that

nderdensities dominate the local Large-Scale Structure across the
ky . Now , there are several fields which demonstrate an n ( m ) count
hat marginally exceeds the WS14 prediction and we find that
uch (light green) regions tend to host well-known local galaxy
lusters. The 4 out of 24 areas that show an o v erdensity are
hose that contain clusters 2,3,4 – Corona Borealis + Bootes + Coma;
,7 – Shapley + Hydra-Centaurus; 8 – Perseus-Pisces, using the
umbering system from Fig. 3 . The influence of the structures
n these four areas is still not enough to dominate the Local
ole o v erall 13 ± 1 per cent underdensity in the wide-sky area in
ig. 3 . 
We conclude that the observed n ( m ) and n ( z) galaxy counts taken

o | b| � 5 ◦ in 2MASS, 2MRS, and 2M ++ , show a consistent
 v erall underdensity measured relative to the WS14 model that
o v ers ≈90 per cent of the sky. At a limiting depth of K = 11.5,
he n ( m ) counts show an underdensity of 20 ± 2 per cent and this
cale is replicated in form in the K -limited n ( z) distributions at z <
.075 which show an underdensity of ∼21 −22 per cent. 

art/stac396_f1.eps
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Figure 2. The observed K -band n ( m ) counts of the 2MASS Extended Source Catalogue taken o v er the wide-sk y re gion to | b| � 5 ◦, where: (a) The observed 
counts are compared to the WS14 and LH11 homogeneous models. (b) The observed counts divided by the WS14 homogeneous model are compared to the 
inhomogeneous, variable φ∗( z), versions of the WS14 models based on the 2MRS and 2M ++ n ( z)’s, and similarly divided by the homogeneous WS14 model. 
The transition to the homogeneous case for both of these inhomogeneous LSS models is investigated for both z global = 0.06 and 0.07. 

Table 4. Measurements of the density contrast in the 2MASS wide- 
sky n ( m ) counts relative to the WS14 model, taken to various K -limits 
to examine the extent of underdensities in the distribution. Errors are 
field–field based on 24 sub-fields. 

Sk y re gion Sample limit Density contrast (per cent) 

| b| � 5 ◦ 10 < K < 11.5 − 20 ± 2 
| b| � 5 ◦ 10 < K < 12.5 − 13 ± 1 
| b| � 5 ◦ 10 < K < 13.5 − 3 ± 1 
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 C O M PA R I S O N  O F  LF  A N D  OTH ER  M O D E L  

A R A M E T E R S  

he abo v e arguments for the Local Hole underdensity depend on
he accuracy of our model LF and to a lesser extent our k + e
arameters that are the basis of our n ( z) and n ( m ) models. We note
hat Whitbourn & Shanks ( 2016 ) made several different estimates 
f the galaxy LF in the K band from the K < 12.5 6dF and SDSS
edshift surv e ys including parametric and non-parametric ‘cluster- 
ree’ estimators and found good agreement with the form of the 
F used by WS14 and in this work. The ‘cluster-free’ methods 
re required since they ensure that at least the form of the LF
s independent of the local large-scale structure and mitigates the 
resence of voids as well as clusters. The non-parametric estimators 
lso allowed independent estimates of the local galaxy density 
rofiles to be made and showed that the results of WS14 were robust
n terms of the choice of LF model. The WS14 LF normalization
as also tested using various methods as described in Section 2.3.1 
f Whitbourn & Shanks ( 2016 ). 
We now turn to a comparison between the WS14 galaxy count pre-

ictions with those made by LH11 who failed to find an underdensity
n the 2M ++ n ( z) data. To examine the counts produced by their
odel, we assume the LF parameters given in their Table 2, where

n the Local Group frame with 750 < v < 20 000 km s −1 , they find
= −0.86; M 

∗ = −23.24 + 5log 10 ( h ); φ∗ = 1.13 × 10 −2 h 3 Mpc −3 ,
ndependent of galaxy type. Note that we brighten the LH11 M 

∗ by
.19 mag to M 

∗ = −23.43 + 5log 10 ( h ) in our version of their model
o account for the 0.19 mag difference between K m ext magnitudes
sed here and the 2MASS K K r on ( = K 20) magnitudes used by LH11
see Appendix B ). In Fig. 4 (a), we compare their z = 0 LF with our
F summed o v er our fiv e galaxy types. Importantly, LH11 note that

heir fitted LFs show a distinctly flatter faint slope ( α > −1) than
ther low redshift LF estimates (see their Fig 7a) that generally look
ore similar to the steeper WS14 LF (see also Whitbourn & Shanks

016 ). Ho we ver, Fig. 4 (a) shows that the form of both LF’s is similar
n the range around M 

∗ that dominates in magnitude limited galaxy
amples, apart from their normalization, with the LH11 LF appearing 
40 per cent lower than that of WS14 . We shall argue that this low

ormalization is crucial in the failure of LH11 to find the ‘Local
ole’. 
Next, we compare the k + e - redshift models of LH11 and WS14

n Fig. 4 (b). Two k + e ( z) models are shown for WS14 representing
heir early-type model applied to E/S0/Sab and their late type model
pplied to Sbc/Scd/Sdm. These models come from Bruzual & Charlot 
 2003 ) with parameters as described by Metcalfe et al. ( 2006 ). At z =
.1, these models give respectively � K = −0.28 and −0.31. We also
how just the k ( z) for early and late types in Fig. 4 . At z = 0.1, these
 ( z) models give respectively � K = −0.26 and −0.25, implying little
volution in the e ( z) model for the early types and 0.06 mag for the
ate types. 

We note that LH11 apply their k + e corrections to the data whereas
e apply them to the model. So reversing their sign on their k ( z) and
 ( z) terms, the correction we add to our K magnitudes in our count
odel is 

 K 

( z) = k( z) − e( z) . (7) 

LH11 give k ( z) = −2.1 z and e ( z) = 0.8 z giving our additive
orrection as 

 K 

( z) = k( z) − e( z) = −2 . 1 z − 0 . 8 z = −2 . 9 z, (8) 

s representing the LH11 k - and evolutionary corrections, giving 
 K = −0.29 mag at z = 0.1. Their second model includes an
MNRAS 511, 5742–5755 (2022) 
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Figure 3. A Mollweide contour plot detailing the galactic coordinate positions of each sub-field we have used to calculate the field–field errors in our wide-sky 
n ( m ) and n ( z) distributions. In each region, we have e v aluated the 2MASS n ( m ) density contrast, measured at 10 < K < 12.5, and plotted local galaxy structures 
to investigate the regional densities. The legend describes the key for each galaxy structure and their corresponding redshift is given in brackets. 

Figure 4. (a) The galaxy K LF of WS14 as used here compared to that of LH11 . (b) The k and k + e corrections of WS14 compared to those of LH11 , for the 
K -band. 
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dditional galaxy (1 + z) 4 surface brightness dimming correction
o in magnitudes is 

 K 

( z) = 0 . 16(10 log 10 (1 + z)) + 1 . 16( k( z) − e( z)) , (9) 

.e. 

 K 

( z) = 1 . 6 log 10 (1 + z) − 3 . 4 z (10) 

nd so � K = −0.27 mag at z = 0.1. 
NRAS 511, 5742–5755 (2022) 
Since we are using total K magnitudes, the effect of cosmological
imming of surface brightness is included in our measured magni-
udes. So in any comparison of the LH11 model with our K band
ata, only the k + e terms are used in the model. So at z = 0.1, our k
 e term is � K ≈ −0.29 mag, the same as the � K = −0.29 mag

f LH11 . Similarly at z = 0.3, which is ef fecti vely our largest
edshift of interest at K < 15.5, z = 0.3, � K ≈ −0.60 to –0.69 mag
or the WS14 k + e model compared to � K = −0.87 mag for 

art/stac396_f3.eps
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Figure 5. The WS14 and LH11 count models compared to the GAMA surv e y 
observed n ( K ) counts averaged over three fields. Solid circles are the GAMA 

counts with the Gaia star-galaxy separation and open circles are with the Gaia 
separation applied after star-galaxy separating by colour (Baldry et al. 2010 ). 
Two versions of the LH11 model are shown with redshift cuts at z < 0.6 and 
z < 1.0 to prevent the model diverging due to an unphysical high redshift tail. 
Field–field errors based on the three GAMA fields are shown. 
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2 We note that at the suggestion of a referee, we investigated the 2MASS 
Photometric Redshift Surv e y (2MPZ, Bilicki et al. 2014 ) n ( z) o v er the wide 
sky area used in Fig. 1 to K < 13.7, finding evidence that this underdensity 
may extend to z ≈ 0.15. But since this result could be affected by as yet 
unknown systematics in the 2MPZ photometric redshifts, we have left this 
analysis for future work. 
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.1 Lavaux & Hudson n ( m ) and n ( z) comparisons to K = 11.5 

n Figs 1 (a) and 2 (a), we now compare the LH11 model predictions
o those of WS14 for the 2MRS and 2M ++ n ( z) and 2MASS n ( K )
istributions. Most notably, we find that the LH11 model produces 
heoretical n ( K ) and n ( z) counts that are significantly lower than
he WS14 counterparts and, if anything, slightly under predict the 
bserv ed wide-sk y counts particularly near the peak of the n ( z) in
ig. 1 (a). The LH11 n ( K ) model is offset by ≈40 per cent from

he WS14 n ( K ) prediction. We also note that the n ( z) distribution
redicted by LH11 when compared to the 2M ++ n ( z), limited at
 = 11.5/12.5 mag, shows excellent agreement (see LH11 Fig. 5 ).
o we ver, in Fig. 2 (a), beyond K > 12.5, the LH11 n ( K ) model
iv erges a way from the 2MASS data. In contrast, the WS14 model
as found to generate a consistency between the wide-sky n ( K ) and
 ( z) distributions and imply a similar underdensity of ≈20 per cent at
 < 11.5. Due to the consistency of the slope in each model at both

he bright and faint end of n ( K ) counts, it is likely that the difference
etween the LH11 and the WS14 models is caused by the different
f fecti ve normalization in φ∗ seen around the break in the LF in Fig. 4 .

We further note that when we try to reproduce Fig. 5 of LH11 , by
ombining n ( z) model predictions using their LF model parameters 
or their combined K < 11.5 and K < 12.5 2M ++ samples co v ering
3069 and 24011 de g 2 , respectiv ely, we find that we reasonably
eproduce the form and normalization of their predicted n ( z) to a
ew per cent accuracy. So why the fit of the LH11 model is poorer than
n our Fig. 1 (a) than in their Fig. 5 remains unkno wn. Ne vertheless,
e accept that their model fits our Fig. 1 (a) n ( z) better than the
odel of WS14 . 

.2 Lavaux & Hudson n ( m ) comparison at K < 16 

o examine the ability of the LH11 model simultaneously to predict 
he galaxy n ( K ) at bright and faint magnitudes, we now compare the
H11 and WS14 models to the fainter n ( K ) counts of the GAMA
urv e y, shown in Fig. 5 . We calculate errors using field–field errors
s described in Section 2.3 . 

To compare the count models, we again assume the LH11 
F parameters from their Table 2, α = −0.86; M 

∗ = 

23.24 + 5log 10 ( h ) (corrected brighter by 0.19 mag into our system);
∗ = 1.13 × 10 −2 h 3 Mpc −3 . We also assume the k + e term of � K =
2.9 z used by LH11 , one cut at z < 0.6 and one cut at z < 1 as

hown by the dashed and dotted lines in Fig. 5 . 
The two LH11 predictions reasonably fit the bright data at K < 11

ut lie below the observed GAMA data out to K ≈ 15, then agreeing
ith these data at K ≈ 15.5. In the case of the version cut at z < 1.0,

he model then rises abo v e the GAMA counts. The model cut at z
 0.6 remains in better agreement with these data. But without the

edshift cuts, we find that the � K = −2.9 z k + e term used by LH11
ould vastly o v erpredict the observed galaxy count not just at K >

5.5 mag but at brighter magnitudes too. This is the usual problem
ith an evolutionary explanation of the steep count slope at K < 12,

n that models that fits that slope then invariably o v erpredict the slope
t fainter magnitudes. For an evolutionary model to fit, a strong evo-
ution, either in galaxy density or luminosity (as in the LH11 + WS14

odels used here) is needed out to z < 0.1 and then something quite
lose to a no-evolution model is required at 0.1 < z < 1 in the K
and. This is similar to what was found in the b J -band where strong
uminosity evolution is at least more plausible. In K , the evolution is
ess affected by increasing numbers of young blue stars with redshift
nd so the evolutionary explanation is even less attractive. 

The conclusion that the steep K counts are caused by local large-
cale structure rather than evolution is strongly supported by the form
f the n ( z) seen in Fig. 1 where the pattern of underdensities is quite
rregular as expected if dominated by galaxy clustering rather than the 
moothly increasing count with z expected from evolution. We have 
lso shown that following the detailed changes in n ( z) with redshift
o model φ∗( z) gives a consistent fit to the steep n ( m ) distribution at
 < 12. We conclude that unless a galaxy evolution model appears

hat has the required quick cut-off at z ≈ 0.1 required simultaneously
n the K and b J counts then the simplest explanation of the steep
 ( K ) slope at bright magnitudes is the large-scale structure we have
ermed the ‘Local Hole‘. 

These conclusions are confirmed by the GAMA n ( z) in the range
0 < K < 15, av eraged o v er the G09, G12, and G15 fields and
ompared to the WS14 + LH11 models in Fig. 6 . Similar results are
een to those for the GAMA n ( K ) in Fig. 5 with the WS14 model
etter fitting these data than the LH11 model that again significantly
nderestimates the observed n ( z). Some hint of an underdensity is
een out to z ≈ 0.12 in the WS14 model comparison with the observed
ata but the area co v ered is only 180 deg 2 so the statistical errors are
uch larger than for the brighter K < 11.5 or K < 12.5 ‘wide-sky’

edshift surv e y samples. 2 

.3 VICS82 K count model comparison to K = 18 

o assess further the LF normalization uncertainties, we present in 
ig. 7 the n ( K ) galaxy counts in the range 12 < K < 18 o v er the
150 deg 2 area of the VICS82 survey (Geach et al. 2017 ). Here, the
MNRAS 511, 5742–5755 (2022) 
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Figure 6. Galaxy n ( z) for GAMA surv e y limited at 10 < K < 15 and the 
predictions of the WS14 and LH11 models. We chose the K < 15 limit here 
because this appears to be the ef fecti ve limit for the K band spectroscopic 
surv e y in G09 and G12, although G15 may be complete to a 0.5 mag fainter 
limit. We note that there is a ‘bump’ in the GAMA n ( z) at z ≈ 0.25 that appears 
to have its origin mostly in the G09 and G15 fields with less contribution 
from G12. G09 and G15 are the two most widely separated fields of the three, 
arguing that this feature is a statistical fluctuation, if not caused by some z 
surv e y target selection issue. 

Figure 7. The WS14 and LH11 count models compared to the VICS82 
surv e y (Geach et al. 2017 ) observed n ( K ) counts averaged over ≈150 deg 2 to 
K < 18. Results are based on star-galaxy separation C las s S tar < 0 . 9 with 
further removal of Gaia pointlike objects as defined by equation (3). Field–
field errors based on two sub-fields of area 69 and 81 deg 2 are shown. The 
LH11 models again have redshift cuts at z < 0.6 and 1 to prevent divergence 
due to an unphysical high redshift tail. 
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aint K = 18 limit is 2 mag fainter than the GAMA limit in Fig. 5 .
se of the fainter, K > 18, VICS82 data to test LF parameters would

ncreasingly depend on the evolutionary model assumed. The bright
imit is chosen because the Class Star parameter is only calculated
y Geach et al. ( 2017 ) for K > 12 to a v oid effects of saturation. The
 magnitudes are corrected into the 2MASS K m ext system (see
ection 2.1.3 and Appendix C ). As also described in Section 2.1.3 , we
ave assumed a conserv ati ve star-galaxy separation using Class Star
 0.9 and then removing any remaining pointlike objects using Gaia

ata and equation (3). We note that there is good agreement with
he counts given by Geach et al. ( 2017 ) in their fig. 5 , once our

agnitude offsets are taken into account. In the full range, 12 < K
 16, we again see excellent agreement with the WS14 model and

gain the LH11 model significantly underpredicts the galaxy counts.
e conclude that, like the GAMA counts, the VICS82 K -band data

lso strongly support the accuracy of the WS14 model and its LF
arameters, from counts based on a completely independent sky area.

.4 Discussion 

hat we observe is that the brighter K < 11.5 2MRS n ( z) requires
 20 per cent lower φ∗ than the K < 15 GAMA n ( z). So good
ts to both n ( z)’s can be obtained if the LF φ∗ is left as a free
arameter (see also Fig. 7 of Sedgwick et al. 2021 ). This means that
he Local Hole may have quite a sharp spatial edge at z ≈ 0.08 or r ≈
40 h −1 Mpc. Otherwise, in an evolutionary interpretation this would
ook more like pure density evolution than luminosity evolution. In
he density evolution case, it is true that it would be nearly impossible
o differentiate a physical underdensity from a smoothly increasing
alaxy density with redshift due to evolution. But the reasonable fit
f homogeneous models in the z < 0.08 range would again imply
hat there was a sharp jump in the galaxy density abo v e this redshift.
gain this increase in density cannot continue at z > 0.08 for the

ame reason as for pure luminosity evolution, since the counts at
igher redshift would quickly be o v erpredicted. We re gard either of
hese sharply changing evolutionary scenarios around z ≈ 0.08 as
uch less likely than an underdensity, as has been argued for some

ears even on the basis of blue-band number counts (Shanks 1990 ;
etcalfe et al. 1991 ). 
We highlight the relative normalizations of the WS14 and LH11

F models as the key outcome of our analysis. The LH11 model
ails to fit the faint n ( m ) galaxy counts in the GAMA surv e y. If their
ormalization is correct and no local underdensity exists then it is
mplied that galaxies must evolve in a way that their space density
harply increases at z � 0 . 08 and K > 12 and then returns to a
on-evolving form out to z ≈ 0.5 and K > 20. This single spurt of
volution at z ≈ 0.08 has to be seen at similar levels in the b J , r ,
nd H bands as well as in the K band. It was the unnaturalness of
his evolutionary interpretation that originally led e.g. Shanks ( 1990 )
o normalize their LF estimates at b J ( ∼ g ) > 17 mag rather than at
righter magnitudes where the form of the LF was estimated. Even
uthors who originally suggested such an evolutionary explanation
e.g. Maddox et al. 1990 ) have more recently suggested that a large-
cale structure explanation was more plausible (e.g. Norberg et al.
002 ). Moreo v er, WS14 hav e presented dynamical evidence for a
ocal outflow in their analysis of the relation between z̄ and m and
hanks et al. ( 2019a , b ) have shown that this outflow is consistent with

he Local Hole underdensity proposed here. It will also be interesting
o see whether future all-sky SNIa supernova surveys confirm this
¯ : m outflo w e vidence, based as it is on the assumption that the
 -band LF is a reasonable standard candle. 
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We suggest that the crucial issue for LH11 and Sedgwick et al.
 2021 ) is that they have fitted their LF parameters and particularly
he LF normalization in the volume dominated by the Local Hole 
nd thus calibrated out the underdensity . Certainly , their n ( K ) and
 ( z) models clearly fail at magnitudes and redshifts just outside
he ranges where they have determined their LF parameters. These 
uthors would need to show powerful evidence for the z < 0.1
volution spurt in the favoured � CDM model before their rejection 
f the Local Hole hypothesis could be accepted. In the absence of
uch a model, the balance of evidence will clearly fa v our the Local
ole hypothesis. 

 C O N C L U S I O N S  

n this work, we have examined the local galaxy distribution and 
xtended the work of WS14 by measuring observed number-redshift 
 ( z) and number-magnitude n ( m ) galaxy counts in the K -band across
90 per cent of the sky down to a Galactic latitude | b| � 5 ◦. 
The n ( z) distributions from the 2MRS and 2M ++ surv e ys to K <

1.5 were compared to the homogeneous model of WS14 (see also 
etcalfe et al. 2001 , 2006 ). These wide-sky n ( z) distributions showed

xcellent agreement and implied an underdensity of 22 ± 2 per cent 
elative to the model at z < 0.075. We also find that the 2MASS K
ounts show a similar underdensity of 20 ± 2 per cent at K < 11.5
elative to the same model, only converging to the predicted count at
 ≈ 13.5. In addition, an LSS-corrected φ∗( z) model based on the
 ( z) distribution, when compared to the 2MASS K counts, showed a
uch impro v ed fit, confirming the consistency of the 2MASS n ( m )

nd the 2MRS/2M ++ n ( z) in detecting this underdensity relative to
he WS14 model. We also found the underdensity co v ered 20/24 or

83 per cent of the observable wide-sky with only areas containing 
he Shapley and other superclusters and rich clusters like Coma 
howing up as o v er- rather than an underdensities. 

Combined, our n ( m ) and n ( z) counts are in good agreement with
he work of WS14 , Frith et al. ( 2003 ), Busswell et al. ( 2004 ), and
 eenan, Barger & Co wie ( 2013 ), who find o v erall underdensities of

he order ≈15 −25 per cent using a similar galaxy counts method. We
lso recall that in the ≈9000 de g 2 sk y area analysed by WS14 , the
nderdensity patterns found in redshift were confirmed in detail by 
he distribution traced by X-ray galaxy clusters in the same volume 
B ̈ohringer et al. 2020 ). 

To examine whether our measured underdensity represents a 
hysical Local Hole in the galaxy environment around our observer 
ocation requires a confirmation of the accuracy of the WS14 galaxy 
ount model. We have investigated this by comparing the model’s 
redictions for the fainter K galaxy counts from the GAMA and 
ICS82 surv e ys. We hav e also compared these data with the model
redictions of LH11 who failed to find an underdensity in the 
M ++ surv e y. 
The n ( m ) and n ( z) counts predicted by the LH11 model are lower

y ≈40 per cent compared to the WS14 model; the LH11 model,
hus, initially appears to underpredict the observ ed wide-sk y n ( K )
nd n ( z) distributions from 2MASS, 2MRS, and 2M ++ . Then, at K
 13.5, beyond the 2MASS sample range, the WS14 prediction fits

ery well the observed n ( K ) and n ( z) counts in the GAMA surv e y and
he observed n ( K ) in the VICS82 surv e y. Ho we ver, the LH11 model
hows a consistently poor fit o v er both the full GAMA + VICS82
 ( K ) and GAMA n ( z) distributions. Thus, the GAMA + VICS82
esults indicate that the WS14 model can more accurately fit deep 
 -counts than the LH11 model, supporting its use in interpreting the

ower redshift, wide-sky surveys. 
Consequently, our analyses here support the existence of the ‘Local 
ole’ underdensity o v er ≈90 per cent of the sky. At the limiting
agnitude K < 11.5, the underdensity of 20 ± 2 per cent in the
 ( z) counts corresponds to a depth of ≈100 h −1 Mpc, while the
3 ± 1 per cent underdensity at K < 12.5 in the 2MASS wide-sky
 ( m ) counts, that is in good agreement with WS14 , would imply
he underdensity extends further to a depth of ≈150 h −1 Mpc. We
ote that the statistical error on our LF normalization can be easily
stimated from the field-to-field errors in the 10 < K < 15 galaxy
ounts between the three GAMA fields (see Table A1 ) and this
ives an error of ±3.4 per cent. The error estimated from the two
ICS82 sub-fields would be similar at ±3.6 per cent in the range
2 < K < 16, decreasing to ±1.1 per cent in the range 12 < K <

8. Combining the GAMA ±3.4 per cent error with the ±2 per cent
rror on the –20 per cent underdensity to K < 11.5 mag gives the full
ncertainty on the Local Hole underdensity out to 100 h −1 Mpc to be
20 ± 3.9 per cent i.e. a 5.1 σ detection. Similarly the Local Hole K
 12.5 underdensity out to ≈150 h −1 Mpc is a −13 ± 3.5 per cent or
 3.7 σ detection. 

Such a 13–20 per cent underdensity at ≈100–150 h −1 Mpc scales
ould notably affect distance scale measurements of the expansion 

ate H 0 . We can calculate this by assuming the linear theory discussed
n WS14 and Shanks et al. ( 2019a ), where δH 0 /H 0 = − 1 

3 δρg /ρg ×
0 . 6 
m 

/b. Here, we take the galaxy bias b ≈ 1.2 for K −selected
MRS galaxies in the standard model (see e.g. Boruah, Hudson &
avaux 2020 ; also Maller et al. 2005 ; Frith, Outram & Shanks 2005b
lthough these latter b values should be treated as upper limits since
hey apply to K < 13.5 and bias is expected to rise with redshift.)
rom our measured n ( m ) and n ( z) underdensities, this would produce
 decrease in the local value of H 0 of ≈2 −3 per cent. 

We finally consider the significance of such a large-scale inhomo- 
eneity within the standard cosmological model. Frith, Metcalfe & 

hanks ( 2006 ) created mock 2MASS catalogues from the Hubble
olume simulation to determine theoretically allowed fluctuations 
nd found that a 1 σ fluctuation to H = 13 ( K ≈ 12.5) o v er 65 per cent
f the sky corresponded to ±3.25 per cent. Scaling this to the
0 per cent wide-sky coverage used here implies 1 σ = 2.8 per cent.
iven our 13 ± 3.5 per cent underdensity to K < 12.5, we can add in
uadrature this ±2.8 per cent expected fluctuation from the � CDM
odel to obtain 13 ± 4.5 per cent with the error now including our
easurement error and the expected count fluctuation expected out to 
150 h −1 in � CDM. The Local Hole with a 13 per cent underdensity

herefore here corresponds to a 2.9 σ deviation from what is expected 
n a � CDM cosmology. 

If we scale this from K < 12.5 mag to K < 11.5 mag via a
D version of equation (3) of Frith, Shanks & Outram ( 2005a ),
 1 σ fluctuation at K < 11.5 corresponds to ±5.6 per cent. At K
 12.5, the underdensity is −20 ± 2 per cent and folding in the
3.4 per cent normalization error gives −20 ± 3.9 per cent or a

.1 σ detection of the Local Hole underdensity. Then adding in the
5.6 per cent expected fluctuation amplitude just calculated gives 
20 ± 6.8 per cent, implying again a 2.9 σ deviation in the � CDM

osmology, similar to the K < 11.5 case. 
Ho we ver, the de viation from � CDM is likely to be more signifi-

ant. F or e xample, if we normalized our model via the VICS82 n ( K )
ounts in the 12 < K < 18 range (see Fig. 7 ) then this would argue
hat our LF normalization should be still higher and the field–field
rror would also be lower at ±1.1 per cent. Additionally, taking into
ccount the excellent fit of the WS14 model to the 2MASS wide-sky
ata itself at 12.5 < K < 13.5 (see Fig. 2 ) would also further increase
he significance of the deviation from � CDM. 
MNRAS 511, 5742–5755 (2022) 
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Although the Hubble Volume mocks of Frith et al. ( 2006 ) have
ested our methodology in the context of an N -body simulation ‘snap-
hot’ with an appropriate galaxy clustering amplitude in volumes
imilar to those sampled here, it would be useful to make further tests
n a more realistic simulation. For example, a full light-cone analysis
ould be made, applying our selection cuts in a mock that includes a
ull ‘semi-analytic’ galaxy formation model (e.g. Sawala et al. 2022 ).
his w ould mak e a further direct test of our methodology while
hecking if there is any evolutionary effect that provides the spurt
f density evolution at z ≈ 0.08 required to provide an alternative to
ur large-scale clustering explanation of the Local Hole. 
We therefore anticipate that further work to separate out the effects

f evolution and LSS on the LF in each of the WS14 and LH11
pproaches will shed further light on the presence and extent of
he Local Hole. Similarly, further work will be needed to resolve
he discrepancy between the detection of dynamical infall at the
ppropriate level implied from the Local Hole underdensity found by
S14 , Shanks et al. ( 2019a , b ) as compared to the lack of such infall

ound by Kenworthy et al. ( 2019 ) and Sedgwick et al. ( 2021 ). But
ere we have confirmed that the proposed Local Hole underdensity
xtends to cover almost the whole sky and argued that previous
ailures to find the underdensity are generally due to homogeneous
umber count models that assume global LF normalizations that are
iased low by being determined within the Local Hole region itself. 
Finally, if the form of the galaxy n ( K ) and n ( z) do imply a ‘Local

ole’ then how could it fit into the standard � CDM cosmology?
ther authors have suggested possibilities to explain unexpectedly

arge-scale inhomogeneities such as an anisotropic Universe (e.g.
ecrest et al. 2021 ). Ho we ver, it is hard to see how such suggestions
etain the successes of the standard model in terms of the CMB
ower spectrum etc. We note that other anomalies in the local galaxy
istribution exist e.g. Mackenzie et al. ( 2017 ) presented evidence for
 coherence in the galaxy redshift distribution across ≈600 h −1 Mpc
f the Southern sky out to z ≈ 0.1. Prompted by this result and by the
Local Hole’ result reported here, Callow et al. (in preparation) will
iscuss the possibilities that arise if the topology of the Universe is
ot simply connected. We emphasize that there is no proof but here
e just use this model as an example of one that might retain the
asic features of the standard model while producing a larger than
xpected coherent local under or overdensity. It will be interesting to
ook for other models that introduce such ‘new physics‘ to explain the
ocal large-scale structure while simultaneously reducing the tension
n Hubble’s Constant. 
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Table A1. The magnitude offsets needed to correct the GAMA 

MAG AUTO K ( = K GAMA ) in each of the GAMA fields into the 
2MASS K BEST and K m ext systems. They were calculated by 
taking an error weighted mean of the magnitude differences in 10 < 

K GAMA < 13.5 mag. 

GAMA N (2MASS Weighted mean Weighted mean 
Field × GAMA) K Best − K GAMA K m ex t − K GAM A 

G09 876 0.019 ± 0.004 0.071 ± 0.004 
G12 1208 − 0.011 ± 0.003 0.039 ± 0.004 
G15 1184 − 0.017 ± 0.004 0.033 ± 0.004 

Figure A2. Differences between 2MASS K BEST and GAMA 

MAG AUTO K as a function of GAMA magnitudes. 
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PPEN D IX  A :  GAMA-2MASS  M AG N I T U D E  

O M PA R I S O N  

e first show Fig. A1 , where GAMA MAG AUTO K and 2MASS
igure A1. Differences between 2MASS K m ext and GAMA 

AG AUTO K as a function of GAMA magnitudes for each GAMA field. 
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 m ext magnitudes are directly compared. Table A1 shows the
rror weighted mean of the differences between these two for each
AMA field within the range 10 < K GAMA < 13 . 5 mag. Simi-

arly, Fig. A2 shows the comparison between GAMA MAG AUTO K
nd 2MASS magnitudes and Table A1 again shows the error weighted 
ean of the differences for each field in the same K GAMA range.
Following WS14 , we have conserv ati vely corrected the GAMA
agnitudes for each of the three fields by correcting the GAMA
agnitudes by adding the 2MASS K m ext magnitude offsets given

n the fourth column of Table A1 rather than the 2MASS k BEST 

f fsets gi ven in the third column. This takes the GAMA magnitudes
nto the 2MASS K m ext system rather than the K BEST system
e are actually using. Clearly, if we used the K BEST offsets the
AMA K counts would lie even higher in Fig. 5 . 

PPENDI X  B:  2MASS  M AG N I T U D E  

O M PA R I S O N  

ere, we compare the 2MASS magnitude system, K m ext , on
hich our and WS14 n ( K ) results are based with the 2MASS
 20( = K K r on ) magnitudes used by LH11 . The comparisons are

hown as a function of K m ext in Table B1 and Fig. B1 . The o v erall
ifference is found to be K m ext − K 20 = 0 . 19 ± 0 . 0002 mag. 
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Table B1. The 2MASS magnitude offsets between the K m ext mag- 
nitudes on which WS14 and our magnitudes are based and the K 20 
magnitudes used by LH11 (see Fig. B1 ). 

Magnitude range N gal Weighted mean 
2MASS K m ext − K 20 

10 . 0 < K m ext < 10 . 5 4859 0.139 ± 0.0008 
10 . 5 < K m ext < 11 . 0 9827 0.156 ± 0.0007 
11 . 0 < K m ext < 11 . 5 18 846 0.166 ± 0.0006 
11 . 5 < K m ext < 12 . 0 38 756 0.171 ± 0.0005 
12 . 0 < K m ext < 12 . 5 81 227 0.184 ± 0.0004 
12 . 5 < K m ext < 13 . 0 169 857 0.198 ± 0.0004 
13 . 0 < K m ext < 13 . 5 359 686 0.208 ± 0.0003 

10 . 0 < K m ext < 13 . 5 683 958 0.188 ± 0.0002 

Figure B1. The 2MASS magnitude offsets from Table B1 between the 
K m ext magnitudes on which WS14 and our magnitudes are based and 
the K 20 magnitudes used by LH11 . 
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Figure C1. The offsets between the 2MASS K m ext magnitudes on 
which WS14 and our magnitudes are based and the VICS82 MAG AUT O 

magnitudes used by Geach et al. ( 2017 ) (see Table C1 ). 
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PPENDIX  C :  2MASS-VICS82  M AG N I T U D E  

O M PA R I S O N  

able C1 and Fig. C1 show the offsets between the K m ext 

nd VICS82 MAG AUT O magnitude systems. Because of the
ossibility of saturation affecting the VICS82 magnitudes at K < 12.5
NRAS 511, 5742–5755 (2022) 

able C1. The offsets between the 2MASS K m ext magnitudes on which 
S14 and our magnitudes are based and the VICS82 MAG AUT O 

agnitudes used by Geach et al. ( 2017 ) (see Fig. C1 ). 

agnitude range Ngal Weighted mean 
2MASS ×VICS82 K m ext − K V ICS82 

0 . 0 < K m ext < 10 . 5 26 0.087 ± 0.007 
0 . 5 < K m ext < 11 . 0 31 0.023 ± 0.009 
1 . 0 < K m ext < 11 . 5 73 0.036 ± 0.007 
1 . 5 < K m ext < 12 . 0 175 0.075 ± 0.005 
2 . 0 < K m ext < 12 . 5 361 0.067 ± 0.005 
2 . 5 < K m ext < 13 . 0 730 0.040 ± 0.004 
3 . 0 < K m ext < 13 . 5 1536 0.013 ± 0.004 
0 . 0 < K m ext < 13 . 5 2932 0.044 ± 0.002 

F
2
p
u

nd poor S/N affecting the fainter 2MASS magnitudes, we simply av-
rage the three values in the range 12 . 5 < K m ext < 13 . 5 to obtain
he o v erall offset K m ext − K V I CS82 = 0 . 040 ± 0 . 004 mag as
sed in Section 2.1.3 . 

PPENDI X  D :  SPECTROSCOPIC  

NCOMPLETENESS  O F  n (  z)  C O U N T S  

n Fig. D1 , we present the calculation of the spectroscopic incom-
leteness factors applied to 2MRS and 2M ++ n ( z) data before fitting
o the WS14 homogeneous model. The n ( z) samples are matched to
he 2MASS Extended Source Catalogue; and we plot the ratio of the
igure D1. The K -band spectroscopic completeness of 2MRS and 
M ++ with respect to the 2MASS Extended Source Catalogue, e v aluated 
er half magnitude bin to the limit K < 11.5. Errors have been calculated 
sing the field–field method. 

 26 M
ay 2022

art/stac396_fb1.eps
art/stac396_fc1.eps
art/stac396_fd1.eps


The local hole 5755 

n  

b
 

s  

b  

f

2  

i
r

T

 ( z) galaxy count to the 2MASS galaxy count, per half magnitude
in. 
The o v erall completeness of each surv e y is calculated by the total

um of spectroscopic sources in either 2MRS or 2M ++ , divided
y the total sum of photometric sources in 2MASS taken o v er the
ull magnitude range. We measure a completeness of 95 per cent in 
MRS and 88 per cent in 2M ++ , and the reciprocal of these values
s the spectroscopic incompleteness factor which is multiplied to the 
aw n ( z) data of each survey. 
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