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Abstract

This manuscript constructs global in time solutions to master equations for po-
tential mean field games. The study concerns a class of Lagrangians and initial
data functions that are displacement convex, and so this property may be in di-
chotomy with the so-called Lasry–Lions monotonicity, widely considered in the
literature. We construct solutions to both the scalar and vectorial master equa-
tions in potential mean field games, when the underlying space is the whole space
R
d , and so it is not compact. © 2022 The Authors. Communications on Pure

and Applied Mathematics published by Wiley Periodicals LLC.
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Introduction
In this manuscript, we study a Hamilton-Jacobi equation on P2.R

d /, the set
of Borel probability measures on Rd of finite second moments. This allows us to
make inferences on the master equation in mean field games, introduced by P.-L.
Lions in [37]. Our study relies on a special notion of convexity, the so-called dis-
placement convexity, which is natural for functions V W P2.R

d / ! R. It differs
from the classical notion of convexity on the set of measures, which corresponds
to the so-called Lasry–Lions monotonicity condition, central in most prior works
aiming to study global-in-time solutions to the master equation. A comparison be-
tween the classical notion of convexity and displacement convexity can already be
made by considering ways of interpolating Dirac masses. Given two Dirac masses
�q0 and �q1 , the paths

�0; 1� 3 t 7! �t WD .1 � t /�q0 C t�q1 ; �0; 1� 3 t 7! ��t WD �.1�t/q0Ctq1 ;

provide two distinct interpolations, these two elements of P2.R
d /. The function

V is called convex in the classical sense if it is convex along classical interpolation,
which in particular implies t 7! V .�t / is a convex function on �0; 1�. The function
is called displacement convex [40] if its restriction to any W2-geodesics is convex,
which in particular means t 7! V .��t / is a convex function on �0; 1�.

A blatant example which shows that convexity and displacement convexity can-
not be the same is when

2V .�/ D
Z
R2d

jq � q0j2�.dq/�.dq0/; � 2 P2.R
d /:

In this case, it has long been known that V is concave in the classical sense while
V is obviously displacement convex. However, for the purpose of our study, we
need to come up with a richer class of examples consistent with our analysis. For
instance, let us consider two functions �; �1 2 C 2.Rd / with bounded second
derivatives and such that �1 is even and define

2V .�/ WD
Z
Rd

�
2�.q/C .�1 � �/.q/

�
�.dq/; � 2 P2.R

d /:

Let us recall that (see Lemma B.2) the function V is convex in the classical sense
if and only if y�1— the Fourier transform of �1—is nonnegative, independently of
whether or not additional requirements are imposed on �: Suppose for instance that
� is 2�-convex for some � > 0: If �1 is �1-convex for some 2�1 2 .��; �/, then
V is displacement convex. As discussed in Sections 4.3 and B.1, we can choose
�1 such that y�1 changes sign, so that V fails to be convex in the classical sense.

The theory of well-posedness of the master equation in mean field games is well
developed on the set of probability measures [14] (for a probabilistic approach to
study such equations, we refer the reader to [17]) under the Lasry-Lions mono-
tonicity condition [13, 35, 36, 38] for games where the individual and/or common
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noises are essential mechanisms governing the games. In the same setting of mono-
tone data, global solutions were also constructed in [19], where the authors can
handle even degenerate diffusions in the equations. In the same context, [42] im-
proves the regularity restrictions on the data, which need to be still monotone, and
propose a notion of weak solutions for the master equation. When the monotonic-
ity condition fails (even in the presence of the noise), only short time existence
results for the scalar master equation were achieved (in the deterministic case, we
refer to [10, 31, 39]; in the presence of noise, we refer to [17, 19]). For classical
mean field games systems, the smallness of the time horizon sometimes can be re-
placed by a smallness condition on the data (see, for instance, [3,4]). Via a “lifting
procedure”, it is possible to study master equations on a Hilbert space of square
integrable random variables. The main benefit of this process is to instead use the
more familiar Fréchet derivatives on flat spaces and bypass the differential calculus
on the space of probability measures, which is a curved infinite-dimensional mani-
fold. Such analyses were carried out for a special class of mechanical Lagrangians
and for potential games, either in a deterministic setting [9] or in the presence of
individual noise in [7, 8]. Furthermore, the authors needed to impose higher than
second-order Fréchet differentiability on the data functions. It turns out (see be-
low) that this may sometimes be a too severe restriction. Therefore, from this point
of view the Hilbert space approach has a serious drawback.

This manuscript constructs global solutions to potential mean field games master
equations, where the widely used Lasry–Lions monotonicity condition is replaced
by displacement convexity, a concept which appeared in optimal transport theory in
the early 1990s. The use of displacement convexity in mean field control problems
and mean field games goes back to [15], where the authors study control problems
of McKean–Vlasov type. In the case of mean field game systems with common
noise, we refer the reader to [1,2], where their so-called weak monotonicity condi-
tion, assumed on the data, is equivalent to displacement convexity in the potential
game case. As mentioned before, in [7, 8], this condition is used in the Hilbertian
setting. In the study of master equations arising in control problems of McKean-
Vlasov type (in the presence of individual noise), [19] seems to be the first work
in the literature that imposed displacement convexity on their data to obtain well-
posedness of a master equation in the spirit of [15].

In potential mean field games, one considers smooth enough real-valued func-
tions U0;F defined on P2.R

d /. We assume that there are smooth real-valued
functions u0; f defined on Rd � P2.R

d / that are related to U0;F in the sense
that the Wasserstein gradient of U0 at � 2 P2.R

d / equals the finite-dimensional
gradient Dqu0. � ; �/ and the Wasserstein gradient of F at � 2 P2.R

d / equals
the finite-dimensional gradient Dqf . � ; �/. Given a Hamiltonian H 2 C 3.R2d /

and a time horizon T > 0, the master equation consists in finding a real-valued
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function u defined on �0; T / �Rd �P2.R
d /; a solution to the nonlocal equation8��<��:

@tuCH.q;Dqu/CN�

�
Dqu.t; � ; �/; rwu.t; q; �/.�/

� D f .x; �/;

in .0; T / �Rd �P2.R
d /;

u.0; � ; � / D u0; in Rd �P2.R
d /:

Here, N� W L2.�/ � L2.�/! R is the nonlocal operator defined as

(0.1) N���; �� WD
Z
Rd

DpH.c; �.c// � �.c/�.dc/:

Let L.q; �/ be the Legendre transform of H.q; �/ and assume L is strictly convex,
and both functions have bounded second-order derivatives. Under the assumption
that U0 and F are displacement convex (convex along the Wasserstein geodesics),
we construct classical solutions and weak solutions to the master equation, de-
pending on the regularity properties imposed on the data. Following [32], the
starting point of our study relies on the point of view that the differential struc-
ture on .P2.R

d /;W2/ is inherited from the differential structure on the flat space
H WD L2..0; 1/d IRd /, and the former space can be viewed as the quotient space
of the latter. The functions U0;F are lifted to obtain functions �U0; �F defined on
the Hilbert spaceH, with the property that they are rearrangement invariant. What
we mean by rearrangement invariant is that �U0.x/ D �U0.y/ whenever the push
forward of Lebesgue measure restricted to .0; 1/d by x; y 2 H coincide. In this
case, we sometimes say that x and y have the same law. The Hamiltonian H is
used to define on the cotangent bundleH2; another Hamiltonian denoted

�H .x; b/ WD
Z
.0;1/d

H.x.!/; b.!//d! � �F .x/:

The corresponding Lagrangian �L is onH2; the tangent bundle, and is

�L .x; a/ WD
Z
.0;1/d

L.x.!/; a.!//d! C �F .x/:

Both the Lagrangian and the Hamiltonian are invariant under the action of the
group of bijections of .0; 1/d onto .0; 1/d ; which preserve the Lebesgue measure.
We are interested in regularity properties of �U W .0;1/�H! R, solutions to the
Hamilton–Jacobi equation(

@t �U C �H
� � ;rx �U � D 0 in .0;1/ �H;�U .0; �/ D �U0 onH:

The characteristics of this infinite-dimensional PDE and the smoothness properties
of �U will play an essential role in the application of our study to mean field games.
They allow us to obtain an explicit representation formula of the solution to the
master equation for arbitrarily large times. Similar observations were made also by
P.-L. Lions during a recorded seminar talk [37]. This lecture seems to suggest that



DISPLACEMENT CONVEX POTENTIAL MFG 5

is was not clear at all how far the displacement convexity assumptions on the data
could be used to advance the study of the global-in-time well-posedness of master
equations.

Under appropriate growth and convexity conditions on the data, the classical
theory of Hamilton–Jacobi equations on Hilbert spaces ensures that �U .t; � / is
of class C 1;1

loc .H/. Our Hamiltonian and Lagrangian being rearrangement invari-
ant, by the uniqueness theory of Hamilton–Jacobi equation, �U .t; � / is rearrange-
ment invariant. This allows us to define a function U .t; � / on P2.R

d / such that
U .t; �/ D �U .t; x/ whenever x 2 H has � as its law. At the same time, U will
be the unique classical solution to the corresponding Hamilton–Jacobi equation set
on P2.R

d /.
By Lemma 3.11, a function V W P2.R

d / ! R is of class C 1;1
loc on the Wasser-

stein space if and only if its lift �V W H! R is of class C 1;1
loc on the Hilbert space.

Since the Hilbert space theory ensures that �U .t; � / is of class C 1;1
loc on the Hilbert

space, we obtain as a by-product that U .t; � / is of class C 1;1
loc on the Wasserstein

space. This is how far one could push the Hilbert approach in terms of regularity
theory if one would like to make useful inference in mean field games. Indeed, im-
posing that a rearrangement invariant function �V W H ! R is of class C 2 (twice
Fréchet differentiable) is too stringent for the purpose of mean field games. For
instance, if � 2 C1

c .Rd /; unless � � 0, the function �V defined onH by

�V .x/ WD
Z
.0;1/d

�.x.!//d!;

does not belong to C 2.H/ (cf. Proposition A.4). The reader should compare this
to another subtlety in [11, sec. 2]. Similar conclusions can be drawn on other
functionals with a local representation such as

H 3 x 7! �V .x/ WD
Z
.0;1/nd

�.x.!1/; : : : ; x.!n//d!1 � � � d!n;

when � 2 C 3.Rnd / is symmetric and has bounded second- and third-order deriva-
tives (cf. Proposition A.2). Pursuing a deeper analysis, we assume � 2 .0; 1�;�V 2 C

2;�
loc

�
H
�

is rearrangement invariant so that it is the lift of a function V W
P2.R

d /! R: We show in Lemma A.1 that if (A.1) holds for all h; h� 2 H, then
Dq

�rwV .�/
�

is a constant function on spt.�/.
A final argument to support the fact that we need a new concept of higher-

order derivatives on the set of probability measures is the following: When k � 3,
making assumptions on k-order differentials of Hamiltonians �H W H2 ! R and
treating them as continuous multilinear forms on Cartesian products of H2 is too
restrictive for a theory in mean field games. Indeed, frequently used Hamiltonians
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in mean field games theory are of the form

�H .x; b/ D �HH .x; b/ � �F .x/; �HH .x; b/ �
Z
.0;1/d

H.x.!/; b.!//d!;

where H 2 C 3.R2d / is such that D2H is bounded. Let � 2 .0; 1�. Even if
C
2;�
loc .H2/ is an infinite-dimensional space, its intersection with the set of functions

that have a local representation is contained in a finite-dimensional space. For
instance,

(0.2) dim
�
C
2;�
loc .H2/ \ � �HH W H 2 C

2;�
loc .R2d /; D2H is bounded

	�
<1:

In this manuscript, to write a meaningful master equation, we are interested in
functions V W P2.R

d /! R that satisfy higher regularity properties than being of
C
1;1
loc . We assume at least that their lifts �V W H! R are such that rV is Gâteaux

differentiable with bounded second-order differential in a sense to be made precise.
Due to the rearrangement invariance property of �V ,r2 �V must have a special form.
Given x 2 H, there exist matrix-valued maps

A�12 2 L1..0; 1/d IRd�d /; A�22 2 L1..0; 1/2d IRd�d /

such that A�12 is symmetric almost everywhere, A�22.!; o/ D A�22.o; !/
> almost

everywhere and the operatorH 3 � 7! r2 �V .x/� can be written as

(0.3)
�r2 �V .x/�

�
.!/ D A�12.!/�.!/C

Z
.0;1/d

A�22.!; o/�.o/do:

In fact, as observed in [11] (cf. also [14, 16, 17, 19, 21]), there exists a matrix field
A12 defined onR.x/, the range of x, and a matrix fieldA22 defined onR.x/�R.x/
such that the following factorization holds:

A�12.!/ D A12

�
x.!/

�
; A�22.!; o/ D A22

�
x.!/; x.o/

�
:

We argue in Remark 3.14 that A12 can be interpreted as Dq

�rwV .�/.q/
�

and
indicate the relation between A22 and the Wasserstein gradient of rwV :

When B � P2.R
d / is an open set, we introduce vector spaces of functions

C 2;�;w.B/ as substitutes for the spaces C 2;�.H/: These spaces are such that
whenever V 2 C 2;�;w.B/, its restrictions

R
md 3 .q1; : : : ; qm/ 7! V

�
1

m

mX
iD1

�qi

�
belong to C

2;�
loc .Rmd /. The precise definition of this space can be found in Def-

inition 3.13. At least we require that if V 2 C 2;�;w.B/, since the second-order
Gâteaux differential of its lift �V exists, it must satisfy the property

(0.4)
��r �V .y/.!/ � r �V .x/.!/ � r2 �V .x/.!/

�
.y.!/ � x.!/

���
� C

�jy.!/ � x.!/j� C kx � yk��
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whenever x; y 2 H, x pushes L d
.0;1/d

forward to�; y pushes L d
.0;1/d

forward to �,

and kx�yk D W2.�; �/: In fact, spaces of type C 2;1.P2.M// have already been
considered in the framework of mean field models in [11], based on a construction
very similar to ours in Definition 3.13.

A discretization approach (which consists in restricting our study to the sub-
sets of P2.R

d / that are averages of Dirac masses) greatly facilitates the task to
show (0.3), with �V replaced by the solution to the Hamilton–Jacobi equation we
constructed on the Hilbert space. This helps us show that

A12 2 L1.R.x/IRd�d /; A22 2 L1.R.x/ �R.x/IRd�d /

and for ' 2 C1
c .Rd / and h WD D' � x,

D2 �V .x/.h; h/ D
Z
.0;1/d

A12.x.!//h.!/ � h.!/d!

C
Z
.0;1/2d

A22.x.!1/; x.!2//h.!1/ � h.!2/d!1d!2:

This allows us to make inference beyond an estimate such as

sup
x;h2H

�jD2 �U .t; x/.h; h/j W khk � 1; kxk � r
	
< C1 8r > 0:

Unlike studies of the master equation in compact settings such as the periodic set-
ting Rd=Zd , the fact that the range of �U is certainly unbounded is a source of
additional complications in our study,

When r �H is Lipschitz, the characteristics of the Hamilton–Jacobi equation are
the Hamiltonian flow � D .�1; �2/ W �0;1/ � H2 ! H

2; uniquely defined by
the solution of

(0.5)

8�<�:
P�1.t; � / D rb �H

�
�.t; � /�; in .0;1/ �H2;

P�2.t; � / D �rx �H
�
�.t; � /� in .0;1/ �H2;

�.0; � / D idH2 :

The vector field r? �H is the velocity in Eulerian coordinates for the trajectory �
on the cotangent bundleH2: We denote as

.z�; z�/ W �0;1/ �H! H
2

the restriction of � to the graph of r �U0, i.e.,

(0.6) .z�; z�/ WD �
� � ; � ;r �U0

�
:

When �L and �U0 are convex, under appropriate standard conditions on �L and�H , differentiability properties of �U are obtained by standard methods. A strict
convexity property of �L ensures that for any fixed t � 0, z�.t; � / is a bijection of
H ontoH: The trajectories

�0; t � 3 s 7! zS t
s �x� WD z��s; z��1.t; x/� 2 H
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are useful to write the representation formula

�U .t; x/ D �U0. zS t
0�x�/C

Z t

0

zL
� zS t

s �x�; @s
zS t
s �x�

�
ds:

The identity

(0.7) r �U .t; � / D z��t; zS t
0

�
suggests that the smoothness properties of �U rest on the smoothness properties of
zS t
0 and z�. While strict convexity of �L is sufficient to get that the restriction of
z�.t; � /�1 to appropriate finite-dimensional spaces is continuously differentiable, it
becomes much harder to show that z�.t; � /�1 is continuous on the whole space H
unless appropriate convexity properties are imposed on the data.

Let us consider the vector field

B.t; � / WD rb �H
� � ; z�.t; zS t

0/
�
;

which helps to study the second-order derivatives of �U and which represents the

velocity of the flow z� in physical space, since Pz� D B.s; z�/. When �U .t; � / is
twice differentiable then r2 �U .t; x/;rB.t; x/ W H2 ! R are bilinear forms which
satisfy the relation

rB.t; x/.h; a/ D r2 �U .t; x/
�
a;D2

ppH
�
x;r �U .t; x/

�
h
�

C
Z
.0;1/d

�
D2
qpH.x;r �U .t; x//a

� � hd!; .8h; a 2 H/:

Summary of our main results
Coming back to the description of our main results, after having provided the

C
1;1
loc regularity for the viscosity solutions U to the corresponding Hamilton–Jacobi

equations on P2.R
d /, we completely abandon the setting of the Hilbert space and

via the mentioned discretization approach we show that U .t; � / is actually of class
C
2;1;w
loc . We note that our approach seems to be novel and, although similar in fla-

vor, it is completely different from the ones developed in [31, 39]. It relies on fine
quantitative derivative estimates with respect to m 2 N on the Hamiltonian flow
for m-particles, then these in turn translate to higher-regularity estimates on U by
carefully differentiating the identity (0.7), written for the restriction of U to the set
of averages of Dirac masses. Let us emphasize that this finite-dimensional projec-
tion of the value function solves the corresponding optimization problem but driven
by the finite-dimensional projections of the cost coefficients (see Remark 1.4); this
is in fact what allows for a preliminary analysis of the optimal trajectories of the
mean field control problem when restricting initial states of the population to uni-
form finite distributions. A key point is then to obtain regularity estimates that are
independent of the cardinality of those finite distributions. This is one crucial step
where the convexity structure plays a key role. This idea is in fact the heart of our
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analysis and works only for deterministic mean field games; the approach in this
manuscript is entirely different from the existing ones to tackle mean field games
master equations: most of them consist in working directly at the level of PDE
system of mean field games.

Having U .t; � / 2 C
2;1;w
loc .P2.R

d // allows us to obtain weak solutions (see in
Theorem 4.4) V W �0; T ��P2.R

d /�Rd ! R
d to the so-called vectorial master

equation,

(0.8)

8��<��:
@tV CDqH.q;V .t; �; q//CDqV .t; �; q/rpH.q;V .t; �; q//

CN�

�
V ;r>wV

�
.t; �; q/ D rwF .�/.q/;

V .0; �; � / D rwU0.�/. � /;

where for V W P2.R
d / �Rd ! R

d we define

SN�

�
V ;r>wV

�
.t; �; q/ WD

Z
Rd

r>wV .t; �; q/.b/DpH
�
b;V .t; �; b/

�
�.db/:

This equation can be seen as a vectorial conservation law on .0; T /�P2.R
d /�

R
d and be derived formally by taking the Wasserstein gradient of the Hamilton-

Jacobi equation satisfied by U . Such a method is possible in the setting of the
Hilbert space as well (provided one has the sufficient regularity to justify the dif-
ferentiation), and this is done for instance in [7,9] for short time and special Hamil-
tonians. Let us emphasize that there is a subtlety in this derivation and in particular
at a first glance the vectorial master equation in the setting of P2.R

d / is satisfied
pointwise only on .0; T /�S�2P2.Rd /f�g� spt.�/. Therefore, we refer to such a
solution as a weak solution. Thus, additional effort is needed to extend the vectorial
master equation to .0; T / � P2.R

d / � Rd , and actually, this is possible through
the solution to the scalar master equation. One cannot observe this phenomenon in
the setting of H, because r �U .t; x/, as an element of H, does not carry explicitly
the dependence on the range of x 2 H.

Let us stress that even though there is a deep connection between the vectorial
and scalar master equations, while formally speaking the former one is the Wasser-
stein gradient of a Hamilton–Jacobi equation, additional effort is needed to justify
the well-posedness of the latter one. In particular, this is not a simple consequence
of the well-posedness of the vectorial equation at all. In the same time, while the
vectorial master equation might have physical relevance as a vectorial conservation
law, in the theory of mean field games the scalar master equation is the one that
has profound significance. One of the reasons for this is that this equation deeply
carries the features of m-player differential games. In particular, as we can see this
in [14], it provides an important tool to prove the convergence of Nash equilib-
ria of m-player differential games to the mean field games system as m ! C1.
At the same time, typically it provides quantified rates on propagation of chaos.
Therefore, such equations are very natural, and they were successfully used in the



10 W. GANGBO AND A. R. MÉSZÁROS

literature in the context of mean field limits of a large particle system (see, for
instance, in [20, 41]).

The candidate for the solution of the scalar master equation is constructed as
follows. Given t 2 �0; T �, q 2 Rd , and � 2 P2.R

d /, we define

(0.9)
u.t; q; �/ WD inf




�
u0.
0; �

t
0���/C

Z t

0

�
L.
s; P
s/C f .
s; �

t
s ���/

�
ds;


 2 W 1;2.�0; t �;Rd /; 
t D q

�
;

where the curve .� ts ���/s2�0;t� is the projection onto P2.R
d / of the Hamiltonian

flow. We underline the important fact that the previous formula defines u.t; � ; �/
for every q 2 Rd (and not just for q 2 spt.�/).

After obtaining the sufficient regularity of the mapping � 7! � ts ��� (using also
the fact that U .t; � / 2 C

2;1;w
loc .P2.R

d //), we show that u is of class C 1;1
loc .�0; T ��

R
d �P2.R

d // (see Lemma 4.13). The connection between u and U is that

Dqu.t; � ; �/ D rwU .t; �/. � / on spt.�/:(0.10)

This is an important remark, since it means that Dqu.t; � ; �/ provides the natural
Lipschitz-continuous extension for rwU .t; �/. � / to Rd . By these arguments we
can prove Theorem 4.19, the main theorem of this manuscript, which states that
under our standing assumptions u defined in (0.9) is the unique classical solution
to the scalar master equation which is of class C 1;1

loc .�0; T � �Rd �P2.R
d //.

Theorem 4.19 has several implications. First, the obtained regularity of u and
(0.10) allow us to deduce thatDqu is a solution to the vectorial master equation and
(0.8) is satisfied for all .t; �/ 2 .0; T /�P2.R

d / and for L d -a.e. q 2 Rd . Second,
since the scalar master equation, and in particular our definition (0.9) possesses the
features ofm-player differential games, we could easily deduce that u.t; � ; � /, when
restricted to

S
q2Rmd �

.m/
q �spt.�.m/q /, provides approximate solutions to a system

of Hamilton–Jacobi equations, characterizing the Nash equilibria of the associated
m-player differential game (such a construction would be similar to the ones in
[14, 24, 25], so we omit the details on this). At the same time, the regularity of u
would allow us to deduce the local convergence of Nash equilibria as m ! C1,
provided we know that the m-player Nash system of Hamilton–Jacobi equations
has a smooth enough classical solution. In such a fortunate scenario, the proof of
this result, even in the deterministic setting, would follow similar ideas as the ones
in [14], [24, 25]. However, let us emphasize that the well-posedness question of
systems of Hamilton–Jacobi equations in the deterministic setting is not a settled
issue in the literature. It’s worth mentioning the recent work [28], which studies
this convergence question in the deterministic setting in a suitable weak sense,
without relying on the well-posedness of either the Nash system or the master
equation.
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The structure of the rest of the paper is the following. In Section 1 we provide the
first part of our standing assumptions, and we present the discretization approach
and show a direct argument that provides C 1;1

loc regularity for solutions to a class of
Hamilton-Jacobi equations set on Hilbert spaces.

Section 2 contains the important quantitative estimates with respect to m on
the Hamiltonian flows of m-particle systems and the corresponding derivative esti-
mates of the solutions to Hamilton-Jacobi equations set on Rmd .

In Section 3 we compare notions of convexity and regularity for functions de-
fined on P2.R

d /, their lifts defined on H, and their restrictions to discrete mea-
sures. Here we also show how can we deduce regularity estimates for functions
on P2.R

d / from precise quantitative derivative estimates on their restrictions to
discrete measures.

Section 4 is the core of the manuscript, where we investigate the well-posedness
of both vectorial and scalar master equations. Additional assumptions need to be
imposed to establish the well-posedness of the scalar master equation. These are
listed in this section.

In Section 5 we have collected an important implication of the scalar master
equation. We use scalar master equations to improve the notion of weak solution
for the vectorial equations.

To facilitate the reading of the main text, our manuscript has several appendices.
In Appendix A we demonstrate the limitations of the Hilbert space approach, when
studying or assuming C 2;� type regularity on rearrangement invariant functionals
having local representations.

In Appendix B we emphasize how our setting by imposing displacement convex-
ity of the data can replace the more standard, so-called Lasry–Lions monotonicity
assumptions imposed typically in the mean field games literature. Here we provide
examples of functionals which produce nonmonotone coupling functions in the
Lasry–Lions sense and an example of a Hamilton–Jacobi equation on P2.R

d /,
for which the data have this standard monotonicity condition, yet its classical solu-
tion ceases to exist after finite time.

In Appendix C we have collected some standard results on Hamiltonian flows
on Hilbert spaces, and we explain how the regularity of these flows can be used to
show regularity of solutions to a Hamilton–Jacobi equations.

1 Preliminaries
We start this section with some well-known definitions in the Hilbert setting as

well as in the Wasserstein space. We denote by � WD .0; 1/d � Rd the unit cube
and as L d

� the Lebesgue measure restricted to �: We sometimes refer to any Borel
map of � toM as a random variable. We shall work on the Hilbert space

H WD L2.�IRd /;

the set of square-integrable Borel vector fields with respect to �.
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Since it is more convenient to writeMm instead of .Rd /m, we shall writeM in
place of Rd : Letters x; y are typically used for elements of H, while elements of
M are typically denoted by q; p; v. Sometimes, we also use the notation RC WD
�0;C1/.

Given two topological spaces S1 and S2, a Borel measure � on S1, and a Borel
map X W S1 ! S2, X]� is the measure on S2 defined as X]�.B/ D �.X�1.B//
for B � S2.

The canonical projections �1; �2 WM �M!M are defined as

�1.q1; q2/ D q1; �2.q1; q2/ D q2 8q1; q2 2M:

Given �0; �1 2 P2.M/, we denote as �.�0; �1/ the set of Borel probability
measures 
 on M � M such that �1

]

 D �0 and �2

]

 D �1. We denote as

�o.�0; �1/ the set of 
 2 �.�0; �1/ such that

W 2
2 .�0; �1/ D

Z
R2d

jq1 � q2j2
.dq1; dq2/:

The law of x 2 H is the Borel probability measure ].x/ WD x]L
d
� : The map ]

maps H onto P2.M/, the set of Borel probability measure on M of finite second
moments. One basic result in measure theory is that as � has no atoms, any Borel
probability measure on Rd is the law of a Borel map ´ W �! R

d :

If � 2 P2.M/, the set of Borel vector fields � W M ! M that are square
integrable is denoted by L2.�/: The tangent space to P2.M/ at � denoted by
T�P2.M/ is the closure of rC1

c .M/ in L2.�/.
If �U W H ! R is differentiable at x 2 H, we use the notations r �U .x/ or

rx �U .x/ to denote its Fréchet derivative at x (as an element of H). If �U is twice
differentiable at x, we use the notations r2 �U .x/ or r2

xx
�U .x/ to denote its Hes-

sian (as a bi-linear form on H � H). If u W M ! R is differentiable at q 2 M,
we use the notation Du.q/ or Dqu.q/ to denote its gradient at q. If it is twice
differentiable at q, we use the notation D2u.q/ or D2

qqu.q/ to denote its Hessian
matrix at q.

For r > 0, we define Br to be the closed ball in .P2.M/;W2/, centered at �0
and of radius r: Br.0/ stands for the closed ball inH centered at 0 and of radius r .

For any integer m > 1 we fix .�m
i /

m
iD1 to be a partition of � into Borel sets of

the same volume. Given

q WD .q1; : : : ; qm/; p WD .p1; : : : ; pm/ 2Mm;

we set

(1.1)

M q WD
mX
iD1

qi��m
i
; Mmp WD

mX
iD1

.mpi /��m
i
� mMp;

�.m/q WD 1

m

mX
iD1

�qi :
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We set

B
m
r WD

(
q 2Mm W m�1

mX
jD1

jqj j2 � r2

)
; P.m/

2 .M/ WD
(
1

m

mX
iD1

�qi W q 2Mm

)
:

1.1 Assumptions
In this manuscript N � 1 is an integer, m�; �0 2 R, and �0; �1; �3 > 0:

We shall denote by x� a generic constant depending on m�; �0; r2; �3 > 0: Let
�1 < s < t <1, and let m > 1 be an integer.

When S is a metric space, we denote by AC2.s; t IS/ the set of S W �s; t � ! S,
which are 2-absolutely continuous. When � 2 �s; t �, when convenient, we write S�
in place of S.�/: We are imposing the following standing assumptions throughout
the paper.

Suppose �F ; �U0 2 C 1;1.H/; �F � 0; �U0 � m�;(H1)

and are rearrangement invariant in the sense that if x; y 2 H have the same law,
then �F .x/ D �F .y/ and �U0.x/ D �U0.y/: Note that (H1) implies in particular that
there exists �0 > 0 such that and

(1.2) r zF ;r �U0 are �0-Lipschitz-continuous:

We assume �U0 is convex.(H2)

Let

(H3) H;L 2 CNC1.M �Rd /; L � 0;

such thatL.q; � / andH.q; � / are Legendre transforms of each other for any q 2M:

We assume

(H4) D2
vvL � �3Id ; D2

ppH > 0;

and

(H5) DH;DL are �0-Lipschitz-continuous:

We further assume

(H6) �1jvj2 C �0 � L.q; v/:

We set �L .x; a/ D
Z
�

L
�
x.!/; a.!/

�
d! C �F .x/;

�H .x; b/ D
Z
�

H
�
x.!/; b.!/

�
d! � �F .x/;

for x; a; b 2 H and assume

(H7) �L is jointly strictly convex in both variables:
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Observe that a sufficient condtion for (H7) to be satisfied is to assume existence of
a constant �1 > 0 such that �F is �1-convex and that there exists �2 > 0 such that

(1.3) D2L.xq; xv/
�
q

v

�
�
�
q

v

�
� �2jvj2 8q; xq; v; xv 2 Rd :

In this case, the strict convexity of �L would follow from the fact that

(1.4)
d2

dt2
�L .xx C tx; xaC ta/

���
tD0

� �1kxk2 C �2kak2 8x; a; xx; xa 2 H:
The regularity assumptions (H1) and (H3) will be important to derive regularity

estimates on the classical solution �U to the corresponding Hamilton–Jacobi equa-
tion. At first glance these are sufficient to obtain well-known semiconcavity and
Lipschitz estimates on this solution. The convexity of �L in (H7) and of �U0 in (H2)
will then imply that �U .t; � / (as a value function in an optimal control problem) is
convex. Together with the previous properties this will lead to the C 1;1 regularity
on �U .t; � /. To be able to achieve higher regularity estimates on �U .t; � / that will
be necessary to derive the corresponding master equations, additional assumptions
will be introduced in Section 4. The combination of (H1) and (H5) ensures that the
underlying Hamiltonian flow is globally well-posed. We combine (H6) and (H7)
to obtain existence and uniqueness of solutions to the optimal control problems
associated to �U .t; � /. Finally, the strict convexity assumptions in (H3) will help
us to deduce the invertibility of the Hamiltonian flow and by this linking it to the
optimal curve in the definition of �U .t; � /.

For any S 2 AC2.s; t IH/ we set

�A t
s .S/ WD

Z t

s

�L .S; PS/d�:
When x; y 2 H we set

zC t
s .x; y/ WD inf

S

n zA t
s .S/ W S.0/ D x; S.t/ D y; S 2 AC2.s; t IH/

o
and define for t > 0,

(1.5) �U .t; y/ D inf
´2H

n
zC t
0.´; y/C �U0.´/

o
:

We denote as AC2.0; t IHy/ the set of S 2 AC2.0; t IH/ such that zA t
0 .S/ < 1

and S.t/ D y: Strict convexity of zA t
s is ensured by (H7).

Remark 1.1. The following holds.
(i) Using (H5), we obtain that jH j and jLj are bounded above by quadratic

forms.
(ii) Note that by (H1) and (H6),

�A t
0 .S/ � �1

Z t

0

k PSk2d� C �0t Cm�:
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This ensures a precompactness property to the sublevel sets of zA t
0 when

they are contained in AC2.0; t IHy/ for some y 2 H:
(iii) The functionsDL,DH ,r �U0, andr �F being Lipschitz, there is a constant

x� such that

jDL.q; v/j � x�.jvj C jqj C 1/; jDH.q; p/j � x�.jpj C jqj C 1/;

and kr �U0.x/k C kr �F .x/k � x�.kxk C 1/:

The assumptions imposed on H and �F ensure r �H W H2 ! R is Lipschitz,
and so there exists a unique Hamiltonian flow � W R � H2 ! H

2 on the phase
space, a solution to the initial value problem (0.5). By Remark 1.1(iii) there exists
a constant z� > x� depending only on x� such that

(1.6) k�.t; x; b/k C 1 � �k.x; b/k C 1
�
ez�t

for any t > 0 and x; b 2 H. The restriction of � to the graph of r �U0 is the flow
map denoted by .z�; z�/ (defined in (0.6)) on the spatial space, with values in the
cotangent bundle. We combine (1.2) and (1.6) to find c5 > 0 depending only on
�0 and kr �U0.0/k such that

(1.7) k.z�; z�/k C 1 � c5.kxk C 1/ez�t :

We discuss some more classical properties of the Hamiltonian flow in the setting
of Hilbert spaces in Appendix C.

1.2 Discretization
Fix a natural number m > 1. For q; v; p 2Mm we define

L.m/.q; v/ WD
Z
�

L.M q;M v/d! D 1

m

mX
iD1

L.qi ; vi /; F .m/.q/ WD �F .M q/;

and

H .m/.q; p/ WD
Z
�

H.M q;Mmp/d! D 1

m

mX
iD1

H.qi ; mpi /:

Then we set

Lm.q; v/ WD L.m/.q; v/C F .m/.q/; H m.q; p/ WD H .m/.q; p/ � F .m/.q/;

U .m/.t; q/ WD �U .t;M q/:

One checks that for each j 2 f1; : : : ; mg, r �U .t;M q/ is constant on �m
j and the

following useful identities (see, for instance, [16, 31]) hold:

(1.8) DqjU
.m/.t; q1; : : : ; qm/ D 1

m
r �U .t;M q/j�m

j
:
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Note this means in particular,

(1.9) r �U0 W fM q W q 2Mmg ! fM q W q 2Mmg:
We infer

(1.10) r �U .t;M q/ D m

mX
jD1

��m
j
DqjU

.m/.t; q/:

Observe

(1.11)
Dqj Lm.q; v/ D 1

m
rx �L .M q;M v/j�m

j
;

Dvj Lm.q; v/ D 1

m
ra �L .M q;M v/j�m

j
;

and so

rx �L .M q;M v/ D m

mX
jD1

��m
j
Dqj Lm.q; v/;

ra �L .M q;M v/ D m

mX
jD1

��m
j
Dvj Lm.q; v/:

(1.12)

Similarly,

(1.13)
Dqj H m.q; p/ D 1

m
rx �H .M q;Mmp/jm�j

;

Dpj H m.q; p/ D rb �H .M q;Mmp/j�m
j
:

Note that the fact that the coefficient in front of rb �H .M q;Mmp/ is not divided
by m is not a misprint. However, we have

(1.14) Dqj H m
�
q;DqU

.m/.t; q/
� D 1

m
rx �H

�
M q;r �U .t;M q/

�j�m
j
;

and so

(1.15)
1

m
rx �H

�
M q;r �U .t;M q/

� D mX
jD1

Dqj H m
�
q;DqU

.m/.t; q/
�
��m

j
:

For any natural number m denote by .�m
1 ; �

m
2 / W R�M2m !M

2m the Hamil-
tonian flow for H m.

For x 2 H such that ].x/ D �
.m/
q (i.e., x D M q), we consider the spatially

discretized flows

(1.16) �mi .s; q/ WD z�s�x�j�m
i
; �mi .s; q/ D

1

m
z�s�x�j�m

i
:
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Using the notation .�m; �m/ D .�m1 ; : : : ; �
m
m ; �

m
1 ; : : : ; �

m
m/, these flows are uniquely

defined to satisfy

(1.17)

8�<�:
P�mi .s; q/ D DpiH

m
�
�mi .s; q/; �

m
i .s; q/

�
; .s; q/ 2 .0;1/ �Mm;

P�mi .s; q/ D �DqiH
m
�
�mi .s; q/; �

m
i .s; q/

�
; .s; q/ 2 .0;1/ �Mm;�

�m.0; q/; �m.0; q/
� D �

q;DqU
.m/
0 .q/

�
; q 2Mm:

1.3 Direct arguments for C 1;1

loc –regularity in Hilbert setting
Throughout this subsection, we apply (H1)–(H7). We rely on the theory of

existence of solutions to Hamilton–Jacobi equations on Hilbert spaces developed
in [22, 23]. The function zU defined in (1.5) is the unique viscosity solution to

(1.18)

(
@t �U C �H

�
x;r �U � D 0 in .0;1/ �H;�U .0; � / D �U0 onH:

In this subsection, basic analytical tools are used to verify that �U is of class
C
1;1
loc : We refer the reader to [33] for the proof of the following proposition.

PROPOSITION 1.2. There exists e1 2 C.RC;RC/ monotone nondecreasing such
that the following hold for T > 0 and r > 0:

(i) �U is e1
�
r.T C 1/

�
-Lipschitz on �0; T � � Br.0/:

(ii) �U .t; � / is e1
�
r.t C 1/

�
-semiconcave on Br.0/ for t 2 �0; T �:

PROPOSITION 1.3. There is an increasing function e1 2 C.RC;RC/ such that if
t > 0 then

(i) �U .t; � / is rearrangement invariant.
(ii) �U .t; � / is convex, and so it is differentiable and r �U .t; � / is e1

�
r.t C 1/

�
-

Lipschitz on Br.0/:

PROOF. (i) The invariance property imposed on �U0 and �F implies �L sat-
isfies the invariance property�L .x; a/ D �L .x �E; a �E/
for x; a 2 H, E W � ! � such that E preserves Lebesgue measure.
Since �L is further continuous, we conclude that �U .t; � / is rearrangement
invariant for t � 0 (cf. [32]).

(ii) The convexity of zA t
0 on AC2.0; t IH/ and (H2) yields the convexity of�U .t; � / onH: This, together with Proposition 1.2 (ii) completes the proof.

□

Remark 1.4. Let q 2 Mm: Note � 7! R t
0 Lm.�; P�/d� C U

.m/
0 .�.0// is strictly

convex on AC2
�
0; t I qIRmd

�
; and the set of paths � 2 AC2

�
0; t IRmd

�
is such

that �.t/ D q: Since Lm is of class C 2 and satisfies the assumptions in Section
1.1, standard results of the calculus of variations ensure that

R t
0 Lm.�; P�/d� C
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U
.m/
0 .�.0// admits a unique minimizer �m on AC2

�
0; t I qIMm

�
: The minimizer

is completely characterized by the Euler–Lagrange equations

(1.19)

d

d�

�
DvL

m.�m; P�m/� D DqL
m.�m; P�m/; �m.t/ D q;

DqU
.m/
0 .�m.0// D DqL

m.�m.0/; P�m.0//:
Define

Um.t; q/ WD
Z t

0

Lm.�m; P�m/d� C U
.m/
0 .�m.0//:

It is well-known that Um is the unique continuous viscosity solution to

(1.20) @tU
mCH m

�
q;DqU

m
� D 0 on .0;1/�Mm; Um.0; � / D U

.m/
0 :

Setting S WD M �m , we have PS D M P�m : We use (1.10) at t D 0, and then use
(1.12) and (1.19) to obtain

d

d�

�ra �L .S; PS/� D rx �L .S; PS/; r �U0.S.0// D ra �L .S.0/; PS.0//:

This means S is a critical point of zA t
0 over AC2.0; t IHy/ if we set y WD M q:

Since zA t
0 is convex over AC2.0; t IHy/, we conclude that S is a minimizer of zA t

0
over AC2.0; t IHy/: Thus,

(1.21) Um.t; q/ D zA t
0 .S/ D �U .t;M q/ D U .m/.t; q/:

Consequently, U .m/ is the unique viscosity solution to (1.20). We emphasize that
the observation (1.21) is crucial in our consideration and in fact represents the heart
of our analysis. This is a feature of the deterministic setting, and so this approach
might not be applicable to stochastic Hamiltonian systems.

The proof of the following proposition will be provided in Appendix C.3.

PROPOSITION 1.5. There exists e0 W �0;1/ ! �0;1/, monotone nondecreasing,
such that the following hold:

(i) If 0 � t1 < t2 � T , then

�U .t2; y/ � �U .t1; y/ D �
Z t2

t1

�H
�
y;r �U .�; y/

�
d� 8y 2 H:

(ii) �U is continuously differentiable on .0;1/ �H, and @t �U ; r �U are Lip-
schitz on �0; T � � Br.0/.

(iii) For any y 2 H; there exists a unique S 2 AC2.0; t IHy/ such that�U .t; y/ D zA t
0 .S/C �U0.S.0//:

(iv) Let S be as in (iii) and set P WD ra �L .S; PS/. Then S;P 2 C 2.�0; t �IH/,

(1.22)
PS D rb �H .S; P /; PP D rx �L .S; PS/ D �rx �H .S; P /;

r �U . � ; S/ D ra �L .S; PS/ on �0; t �:
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In particular,

(1.23) r �U0.S.0// D ra �L .S.0/; PS.0//:
(v) We have

(1.24)
zC t
0.S.0/; y/; k PS.�/k � e0

�
.t C 1/kyk�;

kS.�/k � kyk C te0
�
.t C 1/kyk� 8� 2 �0; t �:

Remark 1.6. (i) We denote the unique S that appears in Proposition 1.5(iii) as
zS t
s �y�.!/ WD S.s; !/; 0 � s � t; ! 2 �:

It is uniquely characterized by the equation

(1.25) �U .t; y/ D
Z t

0

�L � zS t
s �y�; @s

zS t
s �y�

�
ds C �U0

� zS t
0�y�

�
; S t

t �y� D y:

Defining
zP t
s �y� D ra �L � zS t

s �y�; @s
zS t
s �y�

�
;

we have

(1.26)

8�<�:
@s zS t

s �y� D rb �H
� zS t

s �y�;
zP t
s �y�

�
for .s; y/ 2 .0; t/ �H;

@s zP t
s �y� D �rx �H

� zS t
s �y�;

zP t
s �y�

�
for .s; y/ 2 .0; t/ �H;� zS t

t �y�;
zP t
0 �y�

� D �
y;r �U0.y/

�
for y 2 H:

(ii) For any natural number m and q 2Mm, we have

(1.27) zS t
s �M

q� DM � t;ms �q�;

where .�
t;m
s �q�/s2.0;t/ is the optimizer discussed in Remark 1.4. Let us empha-

size that only in the case of deterministic Hamiltonian systems like ours, (1.27)
provides the characteristics not only for the viscosity solutions of the Hamilton–
Jacobi equation onH but also for the one onMm.

(iii) When the conditions in Remark 1.6 are satisfied, we define the vector field

(1.28) B.t; � / WD rb �H
� � ; z�.t; zS t

0/
�
:

which will turn out to be the velocity in Eulerian coordinates for the trajectory z�:
2 Regularity Estimates for HJEs and Hamiltonian Systems

for Systems of m Particles

In this section, we assume that (H3)–(H6) hold. Let u0 2 CN .M/ be a convex
function with bounded second derivatives. Let F 2 CN .M/ and L be such that
the corresponding Lagrangian action, as in (H7), is strictly convex. We fix T > 0:

We shall show that classical solutions to Hamilton–Jacobi equations set on Mm

possess higher derivative estimates that we precisely quantify in terms of m. As
we will see in the next sections, when m! C1, these estimates will provide the
necessary regularity estimates on U , the solution to the corresponding Hamilton–
Jacobi equation set on P2.M/:
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2.1 One-Particle Hamiltonian Flow
We study the regularity of viscosity solutions u W �0; T � �M ! R of Cauchy

problems of the form

(2.1)

(
@tuCH.q;ru/ � F.q/ D 0; .0; T / �M;

u.0; � / D u0; M:

Given t 2 .0; T �, we consider the Hamiltonian system

(2.2)

8�<�:
PS.s; q/ D DpH.S.s; q/; P.s; q//; s 2 .0; t/; q 2M;

PP .s; q/ D �DqH.S.s; q/; P.s; q//CDqF.Q.s; q//; s 2 .0; t/; q 2M;

S.t; q/ D q; P.0; q/ D Du0.S.0; q//; q 2M;

Such a flow has been considered in greater generality in Remark 1.6. Recall S is
the unique optimizer in

u.t; x/ WD inf
�
u0.
.0//C

Z t

0

L.
.s/; P
.s//C F.
.s//ds W 
.t/ D x

�
:(2.3)

Similarly, we shall use the flow

(2.4)

8�<�:
P�.s; ´/ D DpH.�.s; ´/; �.s; ´//; s 2 .0; t/; ´ 2M;

P�.s; ´/ D �DqH.�.s; ´/; �.s; ´//CrqF.�.s; ´//; s 2 .0; t/; ´ 2M;

�.0; ´/ D ´; �.0; ´/ D Du0.´/; ´ 2M;

denoted as .z�; z�/ in (0.5) when our Hilbert space reduces toM:

LEMMA 2.1. Let t 2 �0; T �.
(1) The map �t W M ! M is a homeomorphism Ss WD �s � ��1t and Ps WD

�s � ��1t : We have �t ; �t 2 CN�1.M/:

(2) If we further assume N � 2; then u 2 C
1;1
loc .�0; T � �M/ is a classical

solution to (2.1) and ´ 7! �.t; ´/ is a CN�1 diffeomorphism fromM onto
itself.

PROOF. (1) The existence and smooth dependence on the data of the solution of
(2.2) is classical, Proposition C.2 ensures �t W M ! M is a homeomorphism and
S.s; � / WD �s � ��1t ; P.s; � / WD �s � ��1t :

(2) By Proposition 1.5, u 2 C
1;1
loc .�0; T ��M/ and is a classical solution to (2.1).

Let us show that ´ 7! �.t; ´/ is a global CN�1 diffeomorphism. Recall that by
Proposition C.2, � is a solution to( P�.s; ´/ D DpH.�.s; ´/;Du.s; �.s; ´///; s 2 .0; t/;

�.0; ´/ D ´;

from where one has(
@sD´�.s; ´/ D A.s; ´/D´�.s; ´/; s 2 .0; t/;

D´�.0; ´/ D Id :
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Here we used the notation

A.s; ´/ WD D2
xpH.�.s; ´/;Du.s; �.s; ´///

CD2
ppH.�.s; ´/;Du.s; �.s; ´///D2u.s; �.s; ´//:

Since A.s; ´/ is locally uniformly bounded, we have that for s > 0 small enough
D´�.s; ´/ is invertible. Therefore, Jacobi’s formula yields

det.D´�.s; ´// D exp
�Z s

0

tr.A.�; ´//d�
�
:

Since A.�; � / 2 L1loc.M/, uniformly with respect to � 2 �0; t �, we have that
det.D´�.s; ´// > 0 for all ´ 2 M, uniformly with respect to s. Therefore,
D´�.s; ´/ is invertible for any ´ 2 M and for any s 2 �0; t �. Thus, by the fact
that �.t; � / 2 CN�1.M/ and that �.t; � / is bijective, we conclude that ´ 7! �.t; ´/

is a global CN�1 diffeomorphism ofM onto itself. □

2.2 m-particles Hamiltonian flow
Throughout this subsection, we assume to be given a positive monotone non-

decreasing function C0 W .0;1/ ! .0;1/: Furthermore, we impose that in the
assumption (H3) N � 2 and F .m/; U

.m/
0 2 C 3.Mm/.

As in Section 1.2 we define

U
.m/
0 .q/ WD U0

�
1

m

mX
iD1

�qi

�
; F .m/.q/ WD F

�
1

m

mX
iD1

�qi

�
8q 2Mm:

We also assume we are given that U .m/
0 ; F .m/ W Mm ! R satisfy Property

2.2(2) with C D C0.r/: We also consider viscosity solutions U .m/ W �0; T � �
M

m ! R of the Hamilton–Jacobi equation

(2.5)

(
@tU

.m/.t; q/CH .m/.q;DqU
.m/.t; q// � F .m/.q/ D 0 on .0; T / �Mm;

U .m/.0; � / D U
.m/
0 onMm:

By Remark 1.4

U .m/.t; q/ � �U .t;M q/ 8.t; q/ 2 �0;1/ �Mm:

Given t 2 .0; T / we consider the m particles flows S t;m; P t;m W Mm ! M
m.

In other words,

(2.6)

8������<������:

PS t;m
i .s; q/ D DpH.S

t;m
i .s; q/;mP

t;m
i .s; q//; .s; q/ 2 .0; t/ �Mm;

PP t;m
i .s; q/ D � 1

m
DqH.S

t;m
i .s; q/;mP

t;m
i .s; q//

CDqiF
.m/.S t;m.s; q//; .s; q/ 2 .0; t/ �Mm;

S
t;m
i .t; q/ D qi ; P

t;m
i .0; q/ D DqiU

.m/
0 .S t;m.0; q// q 2Mm:

This is analogous to the flow .S t;m; P t;m/ in Remark 1.6 where we have not dis-
played the m- and t -dependence to simplify the notation. We also consider the
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m-particle flows �m; �m W �0;1/ � Mm ! M
m, similar to (2.4) (which also

correspond to the discretized flow (1.17)). They are defined as

(2.7)

8��<��:
P�mi .s; ´/ D DpH.�mi .s; ´/;m�

m
i .s; ´//; s 2 .0; t/;

P�mi .s; ´/ D � 1
m
DqH.�mi .s; ´/;m�

m
i .s; ´//CDqiF

.m/.�m.s; ´//; s 2 .0; t/;

�mi .0; ´/ D ´i ; �
m
i .0; ´/ D DqiU

.m/
0 .´/;

for i 2 f1; : : : ; mg, where ´ D .´1; : : : ; ´m/ 2Mm.
We next introduce functions on Mm and list some of their special properties

which are useful for our study.

Property 2.2. For a permutation-invariant function G.m/ W Mm ! R we define
the following properties by assuming for each r > 0 that there is a C � C.r/

increasing in r such that the following hold:

(1) (a) G.m/ 2 C
0;1
loc .M

m/\C 1.Mm/, and for every m 2 N and q 2 Bmr .0/
we have

(2.8) jDqiG
.m/.q/j � Cm�1; 8i 2 f1; : : : ; mg:

(b) G.m/ 2 C
0;1
loc .M

m/\C 1.Mm/, and for every m 2 N and q 2 Bmr .0/
we have

(2.9)
mX
iD1

mjDqiG
.m/.q/j2 � C:

(2) G.m/ 2 C
1;1
loc .M

m/ \ C 2.Mm/, and for every m 2 N and q 2 Bmr .0/ we
have

(2.10) jD2
qiqj

G.m/.q/j1 �
(
Cm�1; i D j I i 2 f1; : : : ; mg;
Cm�2; i ¤ j I i; j 2 f1; : : : ; mg:

Here for A D .Aij /
m
i;jD1, we use the notation jAj1 WD max.i;j / jAij j.

(3) G.m/ 2 C
2;1
loc .M

m/ \ C 3.Mm/, and for every m 2 N and q 2 Bmr .0/ we
have

(2.11)
��D3

qiqj qk
G.m/.q/

��1
�

8��<��:
Cm�1; i D j D kI i 2 f1; : : : ; mg;
Cm�2; .i D j ¤ k/ or .i ¤ j D k/ or .i D k ¤ j /;

Cm�3; i ¤ j ¤ k; i; j; k 2 f1; : : : ; mg;
for i; j; k 2 f1; : : : ; mg. Here for A D .Aijk/

m
i;j;kD1, we use the notation jAj1 WD

max.i;j;k/ jAijkj.
We present now the main theorem of this section.
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THEOREM 2.3. Let U .m/ W .0; T / �Mm ! R be the unique viscosity solution of
(2.5), which is constructed by the discretization approach described in Remark 1.4.
Let r > 0. Then for all t 2 .0; T / there exists C.t; r/ > 0 such that the following
hold for all m 2 N.

(1) U .m/.t; � / satisfies the estimates in Property 2.2(2) in Bmr .0/ with constant
C.t; r/.

(2) Further assume that U .m/
0 and F .m/ satisfy Property 2.2(3) and (H13)

takes place. Then U .m/.t; � / satisfies the estimates in Property 2.2(3) in
B
m
r .0/ with constant C.t; r/.

(3) We assume that the assumptions from (1) and (H15) take place. Then
@tU

.m/.t; � / satisfies the estimates in Property 2.2(1)(b) in Bmr .0/ with
constant C.t; r/.

Remark 2.4. Since the proof of the previous theorem is quite technical, we summa-
rize its main ideas. First, as a consequence of the results in Section 1 (in particular
in Proposition 1.5), U .m/ is actually a classical solution to (2.5), which is of class
C
1;1
loc . Then classical results from the literature will imply that it is as smooth as

the data H;F .m/ and U
.m/
0 (cf. [12]). Therefore, it remains to obtain the precise

uniform derivative estimates as claimed in the statement of the theorem.
A key observation is the well-known representation formula for DqU

.m/, i.e.,

DqU
.m/.t; q/ D �m.t; � / � .�m/�1.t; q/;

where .�m; �m/ is the Hamiltonian flow, the solution to (2.7). Therefore, the pre-
cise derivative estimates on U .m/ can be obtained by differentiating the previous
formula and relying on careful derivative estimates of the flow .�m; �m/ and of
its inverse. We obtain these necessary estimates by studying the linearized system
(and its derivative) associated to (2.7). Since these computations will be quite del-
icate, we identify two simplified systems in Lemma 2.5 and Lemma 2.6, which
carry the main structure of the original linearized systems. Estimates on these sim-
pler systems will essentially be enough to deduce the estimates on the linearized
systems we are aiming for. Finally, the derivative estimates on @tU .m/ are obtained
by directly differentiating the Hamilton–Jacobi equation and using the previously
established estimates on spatial derivatives of U .m/.

PROOF OF THEOREM 2.3. We aim to obtain precise upper bounds on expres-
sions depending on m (with respect to m when m is large). For this, we use the
standard big-O notation. For instance, if � is an integer and A.m/ is a real number
depending on m, by

A.m/ D O.m�/

we mean that there exists C > 0 independent of m such that jA.m/j � Cm� for
all m large. If A.m/ D .aij .m//ij is a matrix whose elements are real numbers
depending on m, by abuse of the notation, by A.m/ D O.m�/ we mean that there
exists a constant C > 0 independent of m such that jaij .m/j � Cm� for all i; j .
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When A.m/ D .aij .m//ij and B.m/ D .bij .m//ij are matrices, by A.m/ D
O.B.m// we mean that aij .m/ D O.bij .m// for all i; j . To simplify the notation,
we sometimes write A.m/ � B.m/ for A.m/ D O.B.m// and B.m/ D O.A.m//.

First, let us notice that by Proposition 1.5, U .m/ is aC 1;1
loc ..0; T /�Mm/ classical

solution of (2.5); therefore in particular any point .t; q/ 2 .0; T / �Mm is regular
and not conjugate (by the proof of Lemma 2.1) in the sense of definition 6.3.4
of [12].

Furthermore, we notice that Lemma 2.1 asserts that �m.s; � / is a CN diffeo-
morphism, and theorem 6.4.11 from [12] yields that U .m/ 2 C 3..0; T / �Mm/.
In what follows we aim to obtain quantitative derivative estimates on U .m/ with
respect to the discretization parameter m.

Step 0. Basic bounds on �m.t; ´/ when q WD �mt .´/ 2 Bmr .0/:
By Proposition C.2, �m.s; ´/ D S

t;m
s �q� since q D �m.t; ´/. By the same

proposition, for i 2 f1; : : : ; mg and ´ 2Mm, we have

(2.12)

( P�mi .t; ´/ D DpH.�mi .t; ´/;mDqiU
.m/.t; �m.t; ´///; t 2 .0; T /;

�m.0; ´/ D ´;

and

�mi .t; ´/ D DqiU
.m/.t; �m.t; ´// D DqiU

.m/.t; x/

�mi .0; ´/ D DqiU
.m/
0 .´/:

(2.13)

By Proposition 1.5 there exists �.t; r/ > 0 (independent of m); for any q 2 Bmr .0/
we have

(2.14) S t;m
s �q� � �m.s; ´/ 2 Bm�.t;r/ for all s 2 �0; t �:

Proposition 1.2 ensures �U is locally Lipschitz on �0;1/ �H, and so there exists
C1.t; r/ > 0 (depending on �.t; r/) such that kr �U .t; �.t;M ´/k � C1.t; r/: Us-
ing the relation between r �U and � provided by Proposition C.2(iv) we conclude

(2.15)
mX
iD1

mj�mi .t; ´/j2 � C1.t; r/:

We are now well equipped to start the proof of the assertion (1) of the theorem.

Step 1. Estimates on .D
j́
�i .t; � /;D j́

�i .t; � //mi;jD1:
CLAIM 1. There exists a constant C2.t; r/ > 0 (independent of m) such that if

�.t; ´/ D q 2 Bmr .0/, then for all i; j 2 f1; : : : ; mg we have

��D
j́
�mi .t; � /

��1 �
(
C2.t; r/; i D j;

C2.t;r/
m

; i ¤ j;
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and ��D
j́
�mi .t; � /

��1 �
8<:

C2.t;r/
m

; i D j;

C2.t;r/

m2 ; i ¤ j:
(2.16)

PROOF OF CLAIM 1. By differentiating the Hamiltonian system (2.7) with re-
spect to the j́ , we get

(2.17)

8��������<��������:

@tD j́
�mi D D2

qpH.�mi ; m�i /D j́
�mi CmD2

ppH.�mi ; m�
m
i /D j́

�mi ;

@tD j́
�mi D � 1

m

�
D2
qqH.�mi ; m�i /D j́

�mi CmD2
pqH.�mi ; m�i /D j́

�mi
�

CPm
lD1D2

qlqi
F .m/.�m/D

j́
�m
l
;

D
j́
�mi .0; � / D

(
Id�d ; i D j;

0d�d ; i ¤ j;
D

j́
�mi .0; ´/ D D2

qj qi
U
.m/
0 .´/:

(2.18)

8��������<��������:

@tD j́
�mi D D2

qpH.�mi ; m�i /D j́
�mi CmD2

ppH.�mi ; m�
m
i /D j́

�mi ;

@tD j́
�mi D � 1

m

�
D2
qqH.�mi ; m�i /D j́

�mi CmD2
pqH.�mi ; m�i /D j́

�mi
�

CPm
lD1D2

qlqi
F .m/.�m/D0 j́

�m
l
;

D
j́
�mi .0; �/ D

(
Id�d ; i D j;

0d�d ; i ¤ j;
D

j́
�mi .0; ´/ D D2

qj qi
U
.m/
0 .´/:

:

Let us set
xC2 WD maxfj@aq@bpH.q; p/j W .q; p/ 2 Rd �Rd ; jaj C jbj D 2g:

If �m.t; ´/ D q 2 Bmr .0/; then in the same way, there exists zC2.t; r/ > 0 (de-
pending on �.t; r/) such that D2

qlqi
F .m/.�1; : : : ; �m/ and D2

qj qi
U
.m/
0 .´/ satisfy

the estimate (2.10) with zC2.t; r/: Set�C2 D �C2.t; r/ WD maxf xC2; zC2.t; r/g:
We plan to use the bounds��D2

qpH.�mi ; m�i /
��1;

��D2
pqH.�mi ; m�i /

��1 � xC2;��.1=m/D2
qqH.�mi ; m�i /

��1 � xC2=m;
��mD2

ppH.�mi ; m�
m
i /
��1 � xC2m;

and ��D2
qlqi

F .m/.�m/
��1 �

( zC2.t; r/m�1; i D l;

zC2.t; r/m�2; i ¤ l;

��D2
qj qi

U
.m/
0 .´/

��1 �
( zC2.t; r/m�1; i D j;

zC2.t; r/m�2; i ¤ j:
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Thus, to obtain the precise bounds (in terms of m) on the solution to the system
(2.18), it is enough to obtain bounds on the solution

. yX.s/; yY .s// D �
. yXij .s//

m
i;jD1; . yYij .s//mi;jD1

�
to 8�����<�����:

@t yXij D yC2 yXij Cm yC2 yYij ;
@t yYij D . yC2=m/ yXij C yC2 yYij C

Pm
lD1;l¤i . yC2=m2/ yXlj ;

yXij .0/ D
(
1; i D j

0; i ¤ j
; yYij .0/ D

( yC2m�1; i D j;

yC2m�2; i ¤ j;

The constant yC2 > 0 can be simply factorized out from the previous system, and
since this is independent of m, when studying the solution, without loss of gener-
ality it is enough to study the modified system with coefficients 1, instead of yC2.
Thus, when writing the system in a closed form, one can clearly identify the blocks
B1; : : : ; B4 defined in (2.25) and the system appearing in Lemma 2.6. Therefore,
by the precise estimates on .Xij ; Yij /

m
i;jD1 in Lemma 2.6, we conclude that there

exists C > 0 (independent of m) such that Claim 1 follows by setting

C2.t; r/ WD etC
yC.t;r/:

Now, let us denote by �m D .�m1 .t; � /; : : : ; �mm.t; � // WD S
t;m
0 �q� the inverse of

�m.t; � /; in particular, we have that if �mi .t; ´/ D qi , then �mi .t; q/ D ´i . Next, we
derive estimates for Dqj �

m
i .t; � /.

Step 2. Estimates on .Dqj �
m
i /

m
i;jD1.

CLAIM 2. There exists C3.t; r/ > 0 (independent of m) such that for all i; j 2
f1; : : : ; mg we have

��Dqj �
m
i .t; � /

��1 �
(
C3.t; r/; i D j;

C3.t;r/
m

; i ¤ j;
in Bmr .0/:

Since �m.t; � / WM!M is a diffeomorphism, we have

(2.19) Dq�
m.t; q/ D �

D´�
m.t; � /��1 � �m.t; q/:

Since we have a uniform lower bound on det.D´�.t; � // in Mm, we can sim-
ply study the asymptotic behavior of Dq�

m.t; q/ with respect to m via the as-
ymptotic behavior of .D´�

m.t; � //�1: By the previous uniform local estimates on
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D´�
m.t; � / (from Claim 1), we have that there exists a constant C.t; r/ > 0 de-

pending on C2.t; r/ such that

(2.20) D´�
m.t; � / � C.t; r/

2666664
Ad

1
m
Ad

1
m
Ad � � � 1

m
Ad

1
m
Ad Ad

1
m
Ad � � � 1

m
Ad

� � � � � � � � � : : : � � �
1
m
Ad

1
m
Ad

1
m
Ad � � � Ad

3777775
for some invertible .d � d/-blocks Ad : Therefore,

.D´�.t; � //�1 �

1

C.t; r/

26666664

m

m� 1
2

A�1
d

�m
.2m�1/.m�1/A

�1
d

�m
.2m�1/.m�1/A

�1
d

� � � �m
.2m�1/.m�1/A

�1
d

�m
.2m�1/.m�1/A

�1
d

m

m� 1
2

A�1
d

�m
.2m�1/.m�1/A

�1
d

� � � �m
.2m�1/.m�1/A

�1
d

� � � � � � � � � : : : � � �
�m

.2m�1/.m�1/A
�1
d

�m
.2m�1/.m�1/A

�1
d

�m
.2m�1/.m�1/A

�1
d

� � � m

m� 1
2

A�1
d

37777775
and so Claim 2 follows by setting C3.t; r/ WD C.t; r/�1:

Going forward to conclude the proof of assertion (1) of the theorem, we recall
that by (2.13),

�mi .t; �
m.t; q// D DqiU

.m/.t; q/:

Differentiating this expression with respect to qj yields

Dqj qiU
.m/.t; q/ D

mX
lD1

Dql

�
�i .t; �

m.t; q//
�
Dqj �

m
l .t; q/

D Dqj �
m
i .t; �

m.t; q//Dqj �
m
j .t; q/

CDqi�
m
i .t; �

m.t; q//Dqj �
m
i .t; q/

C
X

l¤i;l¤j
Dql�

m
i .t; �.t; q//Dqj �

m
l .t; q/:

The previous estimates established in Claim 1 and Claim 2 yield assertion (1).

Step 3. Estimates on .D2
´k j́

�mi .t; � /;D2
´k j́

�mi .t; � //mi;j;kD1:
CLAIM 3. There exists a constant C4.t; r/ > 0 depending on all the previous

ones, but independent of m such that if �.t; ´/ D q 2 Bmr .0/; then for all i; j; k 2
f1; : : : ; mg we have

��D2
´k j́

�mi .t; � /
��1 �

8����<����:
C4.t; r/; i D j D k;

C4.t; r/

m
; i D j ¤ k; i ¤ j D k; i D k ¤ j;

C4.t; r/

m2
; i ¤ j ¤ k;
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and

��D2
´k j́

�mi .t; � /
��1 �

8�����<�����:

C4.t; r/

m
; i D j D k;

C4.t; r/

m2
; i D j ¤ k; i ¤ j D k; i D k ¤ j;

C4.t; r/

m3
; i ¤ j ¤ k:

PROOF OF CLAIM 3. Differentiating the system (2.18) with respect to ´k , we
obtain for the first equation

(2.21)

@tD
2
´k j́

�mi

D D´k�
m
i D

3
qqpH.�mi ; m�i /D j́

�mi

CmD´k�
m
i D

3
pqpH.�mi ; m�i /D j́

�mi

CD2
qpH.�mi ; m�

m
i /D

2
´k j́

�mi CmD´k�iD
3
qppH.�mi ; m�i /D j́

�mi

Cm2D´k�
m
i D

3
pppH.�mi ; m�i /D j́

�mi CmD2
ppH.�mi ; m�i /D

2
´k j́

�mi

together with the initial condition D2
´k j́

�mi .0; � / D 0d�d�d : From the differenti-
ation of the second equation with respect to ´k , we obtain

(2.22)

@tD
2
´k j́

�mi

D � 1

m

�
D´k�iD

3
qqqH.�mi ; m�

m
i /D j́

�mi CmD´k�iD
3
pqqH.�mi ; m�

m
i /D j́

�mi
�

� 1

m

�
D2
qqH.�mi ; m�

m
i /D

2
´k j́

�mi D´k�
m
i CD3

qpqH.�mi ; m�
m
i /D j́

�mi
�

� 1

m

�
m2D´k�iD

3
ppxH.�mi ; m�

m
i /D j́

�mi CmD2
pqH.�i ; m�

m
i /D

2
´k j́

�mi
�

C
mX

l1;l2D1
D´k�

m
l1
D3
ql1ql2qi

F .m/.�m/D
j́
�ml2 C

mX
lD1

D2
qlqi

F .m/.�m/D2
´k j́

�ml

with the initial condition

D2
´k j́

�mi .0; ´/ D D3
qkqj qi

U
.m/
0 .´/:(2.23)

Let us fix k; j . The asymptotic behavior of .D´k j́
�mi .t; � /;D´k j́

�mi .t; � //,
as the solution to the system (2.21)–(2.22), can be studied in the same way as for
(2.18) in Step 1. For this, one needs to identify the precise bounds on the coefficient
matrices in (2.21)–(2.22). Let us set

xC4 WD maxfj@�q@�pH.q; p/j W .q; p/ 2 Rd �Rd ; 2 � j�j C j�j � 3gI
then we notice that by the assumptions on H , we have that if �m.t; ´/ D q 2
B
m
r .0/; then ��@�q@�pH.�mi .t; ´/;m�

m
i .t; ´//

�� � xC4:
In the same way, there exists zC4.t; r/ > 0 (depending on �.t; r/) such that

D3
qkqj qi

F .m/.�m/ and D3
qkqj qi

U
.m/
0 .q/
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satisfy the estimate (2.11) with zC4.t; r/: Set

yC4.t; r/ WD maxf xC4; zC4.t; t/gmaxfC2.t; r/; 1g2:
Now, system (2.21)–(2.22) has the same structure as (2.24), where the quantities
.D2

qkqj
�mi ;D

2
qkqj

�mi / play the role of .Xi ; Yi /. The blocks B1; : : : ; B4, the coef-
ficient blocks appearing in (2.24), can be identified in the same way as in Step 1.
It remains to study the bounds on the corresponding A1; A2, and Y0 appearing in
this system, where

.A1/i WD D´k�iD
3
qqpH.�mi ; m�i /D j́

�mi CmD´k�
m
i D

3
pqpH.�mi ; m�

m
i /D j́

�mi

CmD´k�
m
i D

3
qppH.�mi ; m�

m
i /D j́

�mi Cm2D´k�
m
i D

3
pppH.�mi ; m�

m
i /D j́

�mi ;

.A2/i WD � 1

m

�
D´k�iD

3
qqqH.�mi ; m�

m
i /D j́

�mi CmD´k�
m
i D

3
pqqH.�mi ; m�i /D j́

�mi
�

� 1

m

�
D´k�

m
i mD

3
qpqH.�mi ; m�

m
i /D j́

�mi Cm2D´k�
m
i D

3
ppqH.�mi ; m�

m
i /D j́

�mi
�

C
mX

l1;l2D1
D´k�

m
l1
D3
ql1ql2qi

F .m/.�m/D
j́
�ml2 ;

and we set

.Y0/i WD D3
qkqj qi

U
.m/
0 :

Using the obtained bounds on .D
j́
�i ;D j́

�i / in Step 1 and the assumptions on

U
.m/
0 in (2.11), one checks the following asymptotic properties with respect to m.

Subclaim 3.

(1) If k D j D i , then .A1/i D O. yC4.t; r//, .A2/i D O.
yC4.t;r/
m

/, and

.Y0/i D O.
yC4.t;r/
m

/:

(2) If k D j ¤ i , then .A1/i D O.
yC4.t;r/

m2 /, .A2/i D O.
yC4.t;r/

m2 /, and .Y0/i D
O.

yC4.t;r/

m2 /:

(3) If k D i ¤ j or i D j ¤ k, .A1/i D O.
yC4.t;r/
m

/, .A2/i D O.
yC4.t;r/

m2 /,

and .Y0/i D O.
yC4.t;r/

m2 /:

(4) If k ¤ j ¤ i , then .A1/i D O.
yC4.t;r/

m2 /, .A2/i D O.
yC4.t;r/

m3 /, and .Y0/i D
O.

yC4.t;r/

m3 /;

Now, one considers two cases when studying the desired properties. Let us recall
that k; j are fixed.

Case 1. If k D j , (1) and (2) of Subclaim 3 can be combined with Lemma
2.5(1) to conclude the proof of the claim.

Case 2. If k ¤ j , (3) and (4) of Subclaim 3 can be combined with Lemma
2.5(2) to conclude the proof of the claim.

Therefore there exists a constant C > 0 such that Claim 3 holds for C4.t; r/ WD
etC

yC4.t;r/:
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Step 4. Estimates on .D2
qkqj

�i .t; � //mi;j;kD1:
CLAIM 4. There exists a constant C5.t; r/ > 0 depending on all the previous

ones but independent of m such that for all i; j; k 2 f1; : : : ; mg, we have

��D2
xkxj

�i .t; � /
��1 �

8����<����:
C5.t; r/; i D j D k;

C5.t; r/

m
; i D j ¤ k; i ¤ j D k; i D k ¤ j;

C5.t; r/

m2
; i ¤ j ¤ k;

in Bmr :

PROOF OF CLAIM 4. It is enough to differentiate the expression (2.19) and use
all the previous estimates on .D2

´k j́
�i /

m
i;j;kD1 and on .Dqj �i /

m
i;jD1 from Step 3

and Step 2, respectively.
We have

D2
qq�.t; q/ D ����D´�.t; � /

��1
D2
´´�.t; � /Dq�.t; q/

�
D´�.t; � /

��1� � �.t; q/	:
The previous writing is used for the following shorthand notation: we have

DqkDq�.t; q/

D �
("�

D´�.t; �/
��1  mX

lD1
D´lD´�.t; �/Dqk�l.t; q/

!�
D´�.t; �/

��1# � �.t; q/) ;
for k 2 f1; : : : ; mg, and in particular for i; j 2 f1; : : : ; mg, we have 

mX
lD1

D´lD´�.t; � /Dqk�l.t; q/

!
ij

D
mX
lD1

D2
´l j́

�i .t; � /Dqk�l.t; q/ DW Aij :

For k 2 f1; : : : ; mg fixed, by the definition of Aij and by Steps 2 and 3, this last
matrix can be bounded as follows: by setting zC5.t; r/ WD C4.t; r/C3.t; r/; we have

jAij j1 �

8�����<�����:

zC5.t; r/; i D j D k;

zC5.t; r/
m

; i D j ¤ k; i ¤ j D k; i D k ¤ j;

zC5.t; r/
m2

; i ¤ j ¤ k:

Now, using the bounds on .Dz�.t; � //�1 from (2.20), by setting

C5.t; r/ WD zC5.t; r/C.t; r/2;
we conclude the statement of Claim 4.

Final Step. Let us recall that from (2.13) we have

�i .t; �.t; q// D DqiU
.m/.t; q/:
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Differentiating this expression with respect to qj and qk , we obtain

D3
qkqj qi

U .m/.t; � / D
mX

l1;l2D1
Dqk�l2.t; � /D2

´l2´l1
�i .t; �.t; � //Dqj �l1.t; � /

C
mX
lD1

D´l�i .t; �.t; � //D2
qkqj

�l.t; � /

from where by using the estimates from Steps 1–4, we obtain

��D3
qkqj qi

U .m/.t; �/��1
� 1

m

�jDqk�i j1jDqj �i j1 C jD2
qkqj

�i j1
�

C 1

m2

� mX
lD1;l¤i

jDqk�l j1jDqj �i j1 C
mX

lD1;l¤i
jDqk�i j1jDqj �i j1 C

mX
lD1;l¤i

jD2
qkqj

�l j1
�

C 1

m3

mX
l1;l2D1
l1¤l2¤i

jDqk�l1 j1jDqj �l2 j1

Using again the estimates from the previous steps, we obtain (1) and (2) of the
theorem.

The statement in (3) can be easily shown by differentiating the Hamilton–Jacobi
equation satisfied byU .m/ with respect to the variable qj and by using the estimates
on U .m/ provided in (1) and (2). Indeed, we have

��Dqj @tU
.m/
�� � 1

m

��DqH.qj ; mDqjU
.m//

��
C 1

m

��DpH.qj ; mDqjU
.m//jmjD2

qj qj
U .m/

��
C
X
i¤j

1

m

��DpH.qi ; mDqiU
.m//

��m��D2
qj qi

U .m/
��C ��DqjF

.m/
��

� 1

m

��DqH
�
qj ; mDqjU

.m/
���C 1

m

��DpH
�
qj ; mDqjU

.m/
���

C C

m
C jDqjF

.m/j:
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Thus
mX

jD1
mjDqj @tU

.m/j2

�
mX

jD1

1

m
jDqH.qj ; mDqjU

.m//j2 C
mX

jD1

1

m
jDpH.qj ; mDqjU

.m//j2

C C C
mX

jD1
mjDqjF

.m/j2 � C;

where we used the assumption on F .m/, (H15), and the fact that since

U 2 C
1;1
loc .�0; T � �P2.M//

and DpH is Lipschitz, we have
Pm

jD1
1
m
jDpH.qj ; mDqjU

.m//j2 � C . The
claim follows, which concludes the proof of the theorem. □

LEMMA 2.5. Let �X Y �> D �X1 : : : Xm Y1 : : : Ym�
> 2 R2m be the solution of

the ODE system

(2.24) @t

�
X

Y

�
D
�
A1

A2

�
C
�
B1 B2

B3 B4

� �
X

Y

�
;

�
X.0/

Y.0/

�
D
�
0m
Y0

�
;

where A1; A2; Y0 2 Rm, 0m 2 Rm is the zero vector, and the .m�m/-dimensional
blocks Bi are such that

B1 D B4 D Im; B2 D mIm; andB3 D

26664
1
m

1
m2 � � � 1

m2

1
m2

1
m

� � � 1
m2

� � � � � � : : : � � �
1
m2 � � � 1

m2

1
m

37775 :(2.25)

Then there exists a constant C > 0 (independent of m) such that

(1) If for i0 2 f1; : : : ; mg fixed

.A1/i0 D 1; .A1/i D 1

m
8i ¤ i0

and

.A2/i0 D .Y0/i0 D
1

m
; .A2/i D .Y0/i D 1

m2
8i ¤ i0;

then

jXi .t/j �
8<:e

tC ; i D i0;

etC

m
; i 2 f1; : : : ; mg; i ¤ i0;
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and

jYi .t/j �
8<:

etC

m
; i D i0;

etC

m2 ; i 2 f1; : : : ; mg; i ¤ i0:

(2) If for some k; j 2 f1; : : : ; mg fixed, k ¤ j , we have

.A1/j D .A1/k D
1

m
; .A1/i D 1

m2
8i ¤ j; i ¤ k;

and

.A2/j D .A2/k D .Y0/j D .Y0/k D
1

m2
;

.A2/i D .Y0/i D 1

m3
8i ¤ j; i ¤ k;

then

jXi .t/j �
8<:

etC

m
; i D j; i D k;

etC

m2 ; i 2 f1; : : : ; mg; i ¤ j; i ¤ k;

and

jYi .t/j �
8<:

etC

m2 ; i D j; i D k;

etC

m3 ; i 2 f1; : : : ; mg; i ¤ j; i ¤ k:

PROOF. We analyze the representation formula for (2.24) in the different cases.
Since we are only interested in the asymptotic properties of the solution with re-
spect to m, first let us study the asymptotic behavior of the exponential and the
inverse of the coefficient matrix.

Let B WD
�
B1 B2

B3 B4

�
and for n 2 N, let us denote the powers of B as Bn WD�

B1;n B2;n

B3;n B4;n

�
.

CLAIM. We have the following properties for the blocks Bi;n for all n 2 N and
for i; j 2 f1; : : : ; mg:

(1) .B1;n/i i D O.1/, .B1;n/ij D O. 1
m
/; if i ¤ j .

(2) .B2;n/i i D O.m/, .B2;n/ij D O.1/; if i ¤ j .
(3) .B3;n/i i D O. 1

m
/, .B3;n/ij D O. 1

m2 /; if i ¤ j .
(4) .B4;n/i i D O.1/, .B4;n/ij D O. 1

m
/; if i ¤ j .

PROOF OF THE CLAIM. This follows from a mathematical induction argument
in n.

Since we have a characterization of the asymptotic properties in terms of m of
the elements of the powers n 2 N of the block matrix (which are uniform in n), the
property from the Claim will also hold true for the blocks of the matrix exponential
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of B . Setting A WD �A>1 A>2 �
>, the representation formula for the solutions of

(2.24) reads as �
X.t/

Y.t/

�
D exp.tB/

��
0>m Y >0

�> C B�1A
� � B�1A:

It remains to compute B�1 (which exists, since B is nonsingular), for which we
have the formula (using the blocks from (2.25))

B�1 D
�

.Im �mB3/
�1 �m.Im �mB3/

�1
�B3.Im �mB3/

�1 Im CmB3.Im �mB3/
�1
�

D
�

M �mM
�B3M Im CmB3M

�
;

where we have used the notation

M WD .Im �mB3/
�1 D m

26664
0 �1 � � � �1
�1 0 � � � �1
� � � � � � : : : � � �
�1 � � � �1 0

37775
�1

D

2666664
mm�2

m�1
�m
m�1 � � � �m

m�1
�m
m�1 mm�2

m�1 � � � �m
m�1

� � � � � � : : : � � �
�m
m�1 � � � �m

m�1 mm�2
m�1

3777775 :

Now, in the case of (1), we have that .B�1A/i D 0 if i 2 f1; : : : ; mg, and
.B�1A/mCi0 D 1

m
and .B�1A/i D 1

m2 if i 2 fmC 1; : : : ; 2mg, i ¤ mC i0.
Furthermore, there exists a constant C > 0 (independent of m) such that

�
exp.tB/�0>m Y >0 �>

�
i
�

8������<������:

etC ; i D i0;

etC

m
; i 2 f1; : : : ; mg; i ¤ i0;

etC

m
; i D mC i0;

etC

m2 ; i 2 fmC 1; : : : ; 2mg; i ¤ mC i0:

(1) from the thesis of the lemma follows.

In the case of (2), we compute similarly .B�1A/i D 0 if i 2 f1; : : : ; mg,
.B�1A/i D 1

m2 if i D mC j or j D mC k, and .B�1A/i D 1
m3 otherwise.
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Furthermore, there exists a constant C > 0 (independent of m) such that

�
exp.tB/�0>m Y >0 �>

�
i
�

8������<������:

etC

m
; i D j; i D k;

etC

m2 ; i 2 f1; : : : ; mg; i ¤ j; i ¤ k;

etC

m2 ; i D mC j; i D mC k;

etC

m3 ; i 2 fmC 1; : : : ; 2mg; i ¤ mC j; i ¤ mC k:

And finally, (2) from the thesis of the lemma follows. □

LEMMA 2.6. Let X D .Xij /
m
i;jD1 and Y D .Xij /

m
i;jD1 be such that �X Y �> 2

R
2m�m is the solution of the ODE system

(2.26) @t

�
X

Y

�
D
�
B1 B2

B3 B4

� �
X

Y

�
;

�
X.0/

Y.0/

�
D
�
Im
Y0

�
;

where Y0 2 Rm�m is set to Y0 WD B3 and the .m �m/-dimensional blocks Bi are
defined in (2.25). Then there exists C > 0 (independent of m) such that

jXij .t/j �
8<:e

tC ; i D j;

etC

m
; i ¤ j;

and jYij .t/j �
8<:

etC

m
; i D j;

etC

m2 ; i ¤ j:

PROOF. This result is a consequence of the asymptotic behavior of the matrix

exponential exp.tB/, where B WD
�
B1 B2

B3 B4

�
. Using the asymptotic result from

the Claim in Lemma 2.5 and from the representation formula

(2.27)
�
X.t/

Y.t/

�
D exp.tB/�Im Y0�

>;

the result follows. □

3 Comparing Regularity Properties of Functions
Defined on PPP2.M/,H, andMm

Throughout this section, we lift any given function U W P2.M/ ! R to H to
obtain the function �U W H! R defined as �U .x/ WD U .].x//: Recall .�j /

m
jD1 is

the Borel partition in Section 1. We set

U .m/.q/ WD U .�.m/q / D �U .M q/:

3.1 Semiconvex and semiconcave functions on Hilbert spaces
DEFINITION 3.1 (Semiconvexity and semiconcavity on H). Let B � H be a con-
vex open set. We say that zU W B ! R is semiconvex (or �-convex) on B, if there
exists � 2 R and for all x 2 B there exists a continuous linear form �x on H such
that �U .y/ � �U .x/C �x.y � x/C �

2
kx � yk2 8y 2 B:
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We say that a function �U W B! R is �-concave, if � �U is .��/-semiconvex.

Remark 3.2. The previous definition has an equivalent reformulation. Let B � H
be a convex open set. Then �U W B! R is �-convex if and only if

�U ..1 � t /x C ty/ � .1 � t / �U .x/C t zU .y/ � �

2
t.1 � t /kx � yk2

8t 2 �0; 1�; 8x; y 2 B:
DEFINITION 3.3 (C 1;1 functions). We say that �U W B! R is C 1;1 on an open set
B � H if it is Fréchet differentiable on B and its Fréchet differential is Lipschitz-
continuous; i.e., there exists C > 0 such that

kr �U .x/ � r �U .y/k � Ckx � yk8x; y 2 B:
Inspired by similar results on finite-dimensional smooth manifolds (see, for in-

stance, in [27]), we can state the following characterization of C 1;1 functions de-
fined on subsets ofH.

Remark 3.4. In fact �U W B! R is C 1;1 on a convex set B � H if and only if it is
Fréchet differentiable on B and there exists K � 0 such that

j �U .y/ � �U .x/ � r �U .x/.y � x/j � Kkx � yk2; 8 x; y 2 B:
3.2 Notions of convexity on .PPP2.M/;W2/

There are various notions of convexity for functionals defined on the Wasserstein
space. The concept of so-called displacement convexity [6, 40] is expressed in
terms of W2-geodesics. Recall that given �0; �1 2 P2.M/, for any geodesics
�0; 1� 3 t 7! �t 2 P2.M/, of constant speed connecting �0 to �1 in P2.M/ is
of the form �t D �t WD ..1 � t /�1 C t�1/]
 for some 
 2 �o.�0; �1/, then:

DEFINITION 3.5 (Semiconvexity and semiconcavity on .P2.M/;W2/). Let U W
P2.M/! R.

(1-i) We say that U is semiconvex (or �-convex) in the classical sense if there
is � 2 R such that

U ..1 � t /�0 C t�1/ � .1 � t /U .�0/C tU .�1/ � �

2
t.1 � t /W 2

2 .�0; �1/;

8�0; �1 2 P2.M/; 8t 2 �0; 1�:

(1-ii) We say that U W P2.M/ ! R is semiconcave (or �-concave) in the
classical sense if�U is .��/-convex. We refer to 0-convex and 0-concave
functions simply as convex and concave functions, respectively.

(2-i) We say U W P2.M/! R is displacement semiconvex (or displacement �-
convex) if there exists � 2 R such that for any �0; 1� 3 t 7! �t 2 P2.M/

geodesic of constant speed connecting �0 to �1 we have

U .�t / � .1 � t /U .�0/C tU .�1/ � �

2
t.1 � t /W 2

2 .�0; �1/

8�0; �1 2 P2.M/; 8t 2 �0; 1�:
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(2-ii) We say that U W P2.M/! R is displacement semiconcave (or displace-
ment �-concave) if �U is displacement .��/-convex. We refer to dis-
placement 0-convex and displacement 0-concave as simply displacement
convex and displacement concave, respectively.

The following results link �-convexity on the Wasserstein, the Hilbert, and the
finite-dimensional spaceMm. This is a generalization of proposition 5.79 in [16].

LEMMA 3.6. Let U W P2.M/! R be a continuous function, and let �U W H! R

be defined as �U WD U � ] so that �U is continuous. As above, for a natural
number m consider U .m/ W Mm ! R. Finally, fix � 2 R. Then the following are
equivalent.

(1) �U is �-convex onH.
(2) U is displacement �-convex on .P2.M/;W2/.
(3) For any natural number m, we have that U .m/ is �

m
-convex onMm.

PROOF. (1))(2). Let us suppose �U is �-convex, let �; � 2 P.M/, and let

 2 �o.�; �/: Then, there exist x; y 2 H such that .x; y/]L d

� D 
: In particular,
we have ].x/ D �, ].y/ D � and W2.�; �/ D kx � yk: For �0; 1� 3 t 7! �t WD�
.1 � t /�1 C t�2

�
]

 is a geodesic of constant speed connecting � to �. Actually,

any geodesic between � and � has this representation. By the �-convexity of �U
we have

U .�t / D U .] �.1 � t /x C ty�/ D �U ..1 � t /x C ty/

� .1 � t / �U .x/C t �U .y/ � �

2
t.1 � t /kx � yk2

D .1 � t /U .�/C tU.�/ � �

2
t.1 � t /W 2

2 .�; �/:

Thus, U is displacement �-convex.
(2))(3). Let us suppose that U is displacement �-convex and we show that

U .m/ is �
m

-convex on Mm. Let us fix .q1; : : : ; qm/ 2 Mm. It is enough to show
the �

m
-convexity of U .m/ in a small neighborhood of this fixed point. Therefore,

let .q01; : : : ; q
0
m/ 2 Mm be such that maxfjqi � q0i j W i 2 f1; : : : ; mgg is small so

that W 2
2 .�

.m/
q ; �

.m/
q0 / D 1

m

Pm
iD1 jqi � q0i j2: By this assumption, we also have that

the constant speed geodesic connecting �
.m/
q to �

.m/
q0 in a unit time is given by

�0; 1� 3 t 7! �
.m/
t D 1

m

Pm
iD1 �.1�t/qiCtq0i :
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By this construction, for t 2 �0; 1� we have

U .m/..1 � t /q C tq0/

D U .�
.m/
t /

� .1 � t /U .�.m/q /C tU .�
.m/
q0 / � �

2
t.1 � t /W2

�
�.m/q ; �

.m/
q0

�
D .1 � t /U .m/.q/C tU .m/.q0/ � �

2m
t.1 � t /

mX
iD1

jqi � q0i j2:

Therefore, the �
m

-convexity of U .m/ in a small neighborhood of q follows.

(3))(1) We suppose U .m/ is �
m

-convex for all natural numbers m: We plan to
show the �-convexity of �U on H. Note the �

m
-convexity of U .m/ is equivalent to

the �-convexity of the restriction of �U to fM q W q 2 Rmd g � H: In particular,
the local Lipschitz constants of these restrictions are bounded from above by a
number that is independent of m: These finite-dimensional functions then have a
unique extension zV on H, which is �-convex and coincides with �U on a dense
subset ofH: It suffices to know that �U is continuous to conclude that it is nothing
but zV : □

3.3 C 1;1 functions on .PPP2.M/;W2/ versus C 1;1 functions onH
Given a differentiable function U W P2.M/ ! R (cf. [6]), we denote as

rwU the Wasserstein gradient field of U : This subsection exploits the connec-
tion between the differential of U W P2.M/ ! R and the differential of its lift�U W H! R [32]. More precisely, we have the following result.

Remark 3.7. Let x 2 H and set � WD ].x/. Then U is differentiable at � if
and only if �U is differentiable at x and in this case, we have the factorization
r �U .x/ D rwU .�/ � x.

DEFINITION 3.8. Let B � P2.M/ be open and geodesically convex. Let � 2
.0; 1�. We say that U 2 C 1;�.B/ if it is continuously differentiable on B and
there exists a constant C � 0 such that

(1) spt.�/ 3 q1 7! rwU .�/.q1/ is �-Hölder-continuous (or simply Lipschitz-
continuous if � D 1) with constant C for any � 2 B.

(2)

����U .�/ �U .�/ �
Z
M2

rwU .�/.q1/ � .q2 � q1/d
.q1; q2/

����
� CW 1C�

2 .�; �/; 8�; � 2 B; 8
 2 �o.�; �/:

DEFINITION 3.9. Similarly to the previous definition, let B � P2.M/ be open
and geodesically convex and let K �M be a convex open set. Let � 2 .0; 1�. We
say that u 2 C 1;�.K �B/, if it is continuously differentiable on K �B and there
exists a constant C � 0 such that
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(1) spt.�/ 3 q1 7! rwu.q; �/.q1/ is �-Hölder continuous (or simply Lip-
schitz-continuous if � D 1) with constant C for any .q; �/ 2 K �B.

(2)

����u.xq; �/ � u.q; �/ �Dqu.q; �/ � .xq � q/

�
Z
M2

rwu.q; �/.q1/ � .q2 � q1/d
.q1; q2/
���

� C
�jxq � qj1C� CW 1C�

2 .�; �/
�
;

8xq; q 2 K;�; � 2 B; 8
 2 �o.�; �/:
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Remark 3.10. (i) Let us notice that Definition 3.8(2) implies that rwU is ‘�-
Hölder- continuous’ in the following sense. We have���� Z

M2

rwU .�/.q1/ � .q1 � q2/d
.q1; q2/

�
Z
M2

rwU .�/.q2/ � .q1 � q2/d z
.q2; q1/
����

� 2CW 1C�
2 .�; �/;

for any �; � 2 B and 
 2 �o.�; �/; z
 2 �o.�; �/.
(ii) Let us underline that the inequality in Definition 3.8(2) naturally encodes

also the fact that U is locally Lipschitz-continuous. Indeed, that inequality
implies that

jU .�/ �U .�/j
� CW 1C�

2 .�; �/C
Z
M2

jrwU .�/.q1/j � jq2 � q1jd
.q1; q2/

� CW 1C�
2 .�; �/C krwU .�/kL2.�/W2.�; �/

D �
CW �

2 .�; �/C krwU .�/kL2.�/

�
W2.�; �/;

so the local Lipschitz property follows.
(iii) Definition 3.9(2) naturally encodes that K 3 q 7! u.q; �/ is of class C 1;�,

uniformly with respect to �.

LEMMA 3.11. U 2 C 1;1
�
P2.M/

�
if and only if �U 2 C 1;1.H/.

PROOF.

Part 1. Suppose first that �U 2 C 1;1.H/ so that by Remark 3.4 there exists a
constant C � 0 such that

(3.1) j �U .y/ � �U .x/ � r �U .x/.y � x/j � C

2
kx � yk2 8x; y 2 H:

This implies in particular that U 2 C 1.P2.M//, and for any x 2 H such that
].x/ D � 2 P2.M/; we have r �U .x/ D rwU .�/ � x:

CLAIM. For any � 2 P2.M/, q 7! rwU .�/.q/ is Lipschitz-continuous on
spt.�/ uniformly in �, with Lipschitz constant at most C .

PROOF OF THE CLAIM. Let � 2 P2.M/ and consider x; y 2 H such that
].x/ D ].y/ D � and kx � yk > 0. Since r �U is Lipschitz-continuous, one has
that

kr �U .x/ � r �U .y/k � Ckx � yk:
This is equivalent to

(3.2) krwU .�/.x/ � rwU .�/.y/k � Ckx � yk:
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Suppose that spt.�/ contains more than one element; otherwise the statement is
trivial. Although x is defined up to a set of measure zero, we are going to choose a
representative which is Borel. Set

�0 WD
�
! 2 � j ! is a Lebesgue point for x;r �U .x/

	 \ x�1.spt .�//:

Note that �0 is a set of full measure in �, and so x.�0/ is a set of full �-measure.
In fact, we do not know that x.�0/ is Borel, but we can find a Borel setA � x.�0/

of full �-measure.
We suppose that A has more than one element; otherwise the statement is trivial.

Let q1; q2 2 A with q1 ¤ q2 and let q01 ; q
0
2 2 �0 such that x.q01/ D q1 and

x.q02/ D q2. Let r > 0 small such that Br.q
0
1/ \ Br.q

0
2/ D ¿. Set

(3.3) Sr.!/ WD

8�<�:
! if ! 2 � n �Br.q

0
1/ [ Br.q

0
2/
�
;

! � q01 C q02 if ! 2 Br.q
0
1/;

! � q02 C q01 if ! 2 Br.q
0
2/:

Since Sr preserves L d �, x and y WD x � Sr have the same law �. We notice
that in particular

y D x�
Mn.Br .q

0
1
/[Br .q

0
2
// C x

�� C q02 � q01
�
�Br .q

0
1
/ C x

�� C q01 � q02
�
�Br .q

0
2
/:

Since q1 and q2 are distinct image points of x for r > 0 sufficiently small,

kx � yk2 D
Z
Br .q

0
1
/

��x.´/ � x
�
´C q02 � q01

���2 d´
C
Z
Br .q

0
2
/

jx.´/ � x.´C q01 � q02/j2 d´ > 0:

Similarly, (3.2) yields

krwU .�/.x/ � rwU .�/.y/k2

D
Z
Br .q

0
1
/

��rwU .�/.x.´// � rwU .�/
�
x
�
´C q02 � q01

����2 d´
C
Z
Br .q

0
2
/

��rwU .�/.x.´// � rwU .�/
�
x
�
´C q01 � q02

����2 d´
� C 2

�Z
Br .q

0
1
/

jx.´/ � x.´C q02 � q01/j2d´

C
Z
Br .q

0
2
/

jx.´/ � x.´C q01 � q02/j2 d´
�

Now, dividing the inequality by L d .Br.q
0
1// and sending r # 0, since q01 and q02

are Lebesgue points of x with x.q01/ D q1 and x.q02/ D q2, one obtains that

jrwU .�/.q1/ � rwU .�/.q2/j � C jq1 � q2j;
as desired. The claim follows.
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Now, let �; � 2 P.M/ and x; y 2 H such that ].x/ D �, ].y/ D �, and
W2.�; �/ D kx � yk: Let us note that 
 WD ].x; y/ 2 �o.�; �/: We have

r �U .x/.y � x/ D
Z
�

rwU .�/.x.!// � .y.!/ � x.!//d!

D
Z
M2

rwU .�/.q1/ � .q2 � q1/d
.q1; q2/:

Thus, by (3.1)����U .�/ �U .�/ �
Z
M2

rwU .�/.q1/ � .q2 � q1/d
.q1; q2/

���� � C

2
W 2
2 .�; �/;

which by the arbitrariness of �; � implies the statement.

Part 2. We now need to prove the reversed implication and start by assuming
that U is C 1;1.P2.M//. In particular, rwU .�/.�/ is C -Lipschitz-continuous on
spt.�/ (uniformly in �) and increasing the value of C if necessary, we assume the
inequality in Definition 3.8(2) to hold with the same constant C . Take x; y 2 H
and set � WD ].x/ and � WD ].y/: Recall

�U 2 C 1.H/ and r �U .x/ D rwU .�/ � x:

Let 
 WD ].x; y/ and let 
0 2 �o.�; �/. We have��� �U .y/ � �U .x/ � r �U .x/.y � x/
���

D
����U .�/ �U .�/ �

Z
M2

rwU .�/.q1/ � .q2 � q1/d
.q1; q2/

���� �
�
����U .�/ �U .�/ �

Z
M2

rwU .�/.q1/ � .q2 � q1/d
0.q1; q2/

����
C
����Z
M2

rwU .�/.q1/ � .q2 � q1/d.
0 � 
/.q1; q2/

����
� CW 2

2 .�; �/

C 1

2



DqrwU .�/



L1

�
�Z
M2

jq1 � q2j2d
.q1; q2/C
Z
M2

jq1 � q2j2d
0.q1; q2/
�

� CW 2
2 .�; �/C

1

2
C
�kx � yk2 CW 2

2 .�; �/
� � 2Ckx � yk2;
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where in the penultimate line we used an inequality from lemma 3.3 in [32]. In-
deed, according to this lemma if 
1; 
2 2 �.�; �/ and � 2 C 2

c .M/, then����Z
M2

D�.q1/ � .q2 � q1/d.
1 � 
2/.q1; q2/

����
� 1

2
kD2�kL1

�Z
M2

jq1 � q2j2d.
1 C 
2/.q1; q2/

�
:

Since rwU .�/ is the limit of .D�n/n2N (where .�n/n2N 2 C1
c .M// in L2

�.MI
R
d / and rwU .�/ has a global Lipschitz-continuous extension to M, it is easy to

see that the previous inequality is still valid for D� D rwU .�/ (for which we use
its Lipschitz-continuous extension toM).

This completes the verification of the proof of the lemma. □

Remark 3.12.
(i) It seems an interesting open problem whether the equivalence in Lemma

3.11 holds for C 1;� functions for � 2 .0; 1/.
(ii) The uniform Lipschitz continuity property of q 7! rwU .�/.q/, from the

proof of Lemma 3.11, appeared already in [15, lemma 3.3] and in [16, prop.
5.36]. However, not only is our proof based on a different approach, it is
considerably shorter and will be useful in the proof of Lemma A.1.

DEFINITION 3.13. Let B � P2.M/ be open and geodesically convex and let
� 2 .0; 1�: We say that U 2 C 2;�;w.B/ if U 2 C 1;�.B/, and if there exist a
constant C > 0 and functions

�0 W Rd �B ! R
d�d ; �1 WM2 �B ! R

d�d ;
such that

�0 2 L1.MI�/; �1 2 L1.M2I�
 �/;(1) ����rwU .�/.xq1/ � rwU .�/.q1/ ��0.q1; �/.xq1 � q1/

�
Z
M2

�1.q1; a; �/.b � a/d
.a; b/

����
� C

�jq1 � xq1j1C� CW2.�; �/
1C�� :

(2) �0 and �1 are �-Hölder continuous, i.e.,

j�0.q1; �/ ��0.xq1; �/j1 � C
�jq1 � xq1j� CW �

2 .�; �/
�

and

j�1.q1; q2; �/ ��1.xq1; xq2; �/j1 � C.jq1 � xq1j� C jq2 � xq2j� CW �
2 .�; �//;

for any �; � 2 B; .q1; xq1/; .q2; xq2/ 2 spt.�/ � spt.�/, and 
 2 �o.�; �/:

We say that U 2 C
2;�;w
loc .P2.M// if U 2 C 2;�;w.Br/ for all r > 0.

Remark 3.14. Let �0 and �1 be as above.
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(1) By abuse of notation we write

Dq1

�rwU .�/.q1/
� WD �0.q1; �/ and xr2

wwU .�/.q1; q2/ WD �1.q1; q2; �/;

for all � 2 P2.M/ and x; y 2 spt.�/: The bar is to recall that �1 is not
exactly the second Wasserstein gradient as introduced in [21].

(2) Note that if we choose any matrix �.a; �/ such that any of its rows w
is such that r � .w�/ D 0 and w 2 L2.�/, then the matrix defined as
x�1.q; a; �/ WD �1.q; a; �/ C �.a; �/ also satisfies Definition 3.13(1).
We could determine �1.q; � ; �/ uniquely by imposing that the i th row of
.�0.q; �/;�1.q; � ; �// is the unique element of minimal norm of the sub-
differential of .q; �/ 7! rwU .�/.q/: The i th row of the element of mini-
mal norm belongs toM � T�P2.M/, and the new matrix will be denoted
as r2

wwU .�/: This new matrix is selected at the expense of giving up the
property that �1 is uniformly bounded. Increasing C if necessary, we can
instead ensure

r2

wwU .�/.q1; � /



L2
�
� C.r/ 8� 2 B; 8q1 2 spt.�/:

(3) In the spirit of the terminology used in [21], we refer to xr2
wwU as an

“extended Wasserstein Hessian” of U . In contrast with the assumptions
in [21], in Definition 3.13(1), we assume slightly different conditions: the
expansion here is required only on spt.�/�spt.�/,�0 and�1 are supposed
to be essentially bounded only on spt.�/, and in addition we require the
Hölder/Lipschitz property in Definition 3.13(2) to be fulfilled.

(4) We shall now compare our definition of C 2;�;w
loc .P2.M// regularity of U

to C 2;�
loc .H/ regularity of �U (where �U .x/ D U .].x//). If �U 2 C

2;�
loc .H/,

then �U is twice continuously differentiable in the Fréchet sense and for
each r > 0 there exists C D C.r/ such that

(3.4)
kr �U .y/ � r �U .x/ � r2 �U .x/.y � x; �/k � Ckx � yk1C�

8x; y 2 Br :
To heuristically compare this inequality to the setting of P2.M/ we

proceed as follows. Let ].x/ D � and ].y/ D � with kx�yk D W2.�; �/:

Then we know (see [32]) that

r �U .x/ D rwU .�/ � x; r �U .y/ D rwU .�/ � y;
and

r2 zU.x/.h; h�/ D
Z
�

Dq

�rwU .�/
� � x h � h�d!

C
Z
�2

r2
wwU .�/

�
x.!/; x.!�/

�
h.!/ � h�.!�/d! d!�;
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if �; �� 2 T�P2.M/ and h D � � x and h� D �� � x: Thus, (3.4) would
read as

(3.5)

sup
kh�k�1

���� Z
�

�rwU .�/.y.!// � h�.!/ � rwU .�/.x.!// � h�.!/� d!

�
Z
�

Dq

�rwU .�/
� � x .y � x/ � h� d!

�
Z
�2

r2
wwU .�/

�
x.!/; x.!�/

�
.y � x/.!/ � h�.!�/d! d!�

����
� CW2.�; �/

1C�:
From here we see that a necessary condition to obtain inequality (1) in
Definition 3.13 is to have (3.5) hold when we maximize over the set of
h such that kh�kL1 � 1 rather than maximizing over the set of h such
that kh�k � 1: In other words, we have not been able to show that if�U 2 C

2;�
loc .H/ then U 2 C

2;�;w
loc .P2.M//: Moreover, in Appendix A we

show that imposing U 2 C
2;�;w
loc .P2.M// in general does not imply that�U 2 C

2;�
loc .H/:

(5) Let us point out that using an extrinsic approach, [11] introduced spaces
of the type C 2;1.P2.M// via the differentials of their lifts on a Hilbert
space. In this work, we define C 2;1;w.P2.M// in an intrinsic way, i.e.,
directly via the differential calculus on the Wasserstein space. As a result,
our derivatives are always defined on the supports of the corresponding
measures, while in [11] the authors work with global extensions. Simi-
larly, we require essential boundedness of the Wasserstein Hessian only on
the support of the corresponding measures, while [11] requires bounded-
ness of the global extensions. The work [32] allows us to assert that both
the intrinsic and extrinsic approaches are essentially the same. However,
C 2;1;w.P2.M// has the advantage that it can be seen as an increasing
‘limit’ of the spaces C 2;1.Mm/ when m ! C1, as we show in Section
3.4 below.

(6) [11, sec. 2] constructs an example of U 2 C 2;1.P2.M// for which its
lifted version �U fails to be twice Fréchet differentiable at any point. More
discussions can be found in [11, 14, 16, 17, 19].

3.4 Regularity of UUU as a by-product of regularity estimates on U .m/

This subsection implies regularity properties on functions U defined on P2.M/

from estimates on their restrictions U .m/: Recall that for r > 0 Bmr is a ball in
M

m while Br is a ball in P2.M/: We assume that we have at hand a constant
C D C.r/ > 0.

LEMMA 3.15. Suppose for each m 2 N fixed, U .m/ WMm ! R is permutation in-
variant with respect to its m-variables and jU .m/j is bounded on Bmr by a constant
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that depends on r > 0 but is independent of m: Then there exists C D C.r/ > 0

such that the followings hold true:
(i) If U .m/ satisfies Property 2.2 (1)-(b), then for any q; b 2 Bmr ; we have

jU .m/.q/ � U .m/.b/j � CW2

�
�.m/q ; �

.m/

b

�
:

(ii) If U .m/ satisfies Property 2.2 (2), then for any q; b 2 Bmr ; we have�����U .m/.b/ � U .m/.q/ �
mX
iD1

DqiU
.m/.q/ � .bi � qi /

�����
� CW 2

2 .�
.m/
q ; �

.m/

b
/:

(iii) The assumption in (ii) implies for any q; b 2 Bmr
(a)

mjDqiU
.m/.q/ �DqiU

.m/.b/j
� C

�jqi � bi j CW2

�
�.m/q ; �

.m/

b

��
:

(b) We have

mjDqiU
.m/.q/ �DqjU

.m/.b/j

� C

�
jqi � bj j CW2.�

.m/
q ; �

.m/

b
/C 1p

m

�
; i ¤ j:

(iv) Suppose that U .m/ satisfies Property 2.2(3). If i 2 f1; : : : ; mg and q; b 2
B
m
r , then

m

����DqiU
.m/.b/ �DqiU

.m/.q/ �
mX

jD1
D2
qiqj

U .m/.q/.bj � qj /

����
� C

�jqi � bi j2 CW 2
2 .�

.m/
q ; �

.m/

b
/
�
:

(v) The assumption in (iv) implies q; b 2 Bmr ;
(a) If i ¤ j then

m2
��D2

qiqj
U .m/.q/ �D2

qiqj
U .m/.b/

��
� C

�jqi � bi j C jqj � bj j CW2

�
�.m/q ; �

.m/

b

��
:

(b) If .i; j / ¤ .k; l/; i ¤ j; k ¤ l , then

m2
��D2

qiqj
U .m/.q/ �D2

qkql
U .m/.b/

��
� C

�
jqi � bkj C jqj � bl j CW2

�
�.m/q ; �

.m/

b

�C 1p
m

�
:

(c) We have

m
��D2

qiqi
U .m/.q/ �D2

qiqi
U .m/.b/

��
� C

�jqi � bi j CW2

�
�.m/q ; �

.m/

b

��
:
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(d) We have

m
��D2

qiqi
U .m/.q/ �D2

qj qj
U .m/.b/

��
� C

�
jqi � bj j CW2.�

.m/
q ; �

.m/

b
/C 1p

m

�
:

PROOF. Since U .m/ is permutation invariant, reordering q and b if necessary,
we may assume


 .m/ WD 1

m

mX
iD1

�.qi ;bi / 2 �o.�
.m/
q ; �

.m/

b
/:

Below, using Taylor’s expansion, we may find � 2 Bmr on the line segment con-
necting q to b such that (using the shorthand notation k � k1 to denote k � kL1.Bmr /)

(i) we have

jU .m/.b/ � U .m/.q/j �
�����
mX
iD1

DqiU
.m/.�/ � .bi � qi /

�����
�
 

mX
iD1

mjDqiU
.m/j2

! 1
2
 

mX
iD1

1

m
jqi � bi j2

! 1
2

:

Using the fact that

mX
iD1

m
��DqiU

.m/.q/
��2 � C 2 and

mX
iD1

1

m
jqi � bi j2 D W 2

2

�
�.m/q ; �

.m/

b

�
;

we verify the statement in (i).
(ii) A second-order Taylor expansion yields

U .m/.b/ � U .m/.q/ �
mX
iD1

DqiU
.m/.q/ � .bi � qi /

D 1

2

mX
i;jD1



.bi � qi /;D

2
qiqj

U .m/.�/.bj � qj /
�

D 1

2

mX
iD1



.bi � qi /;D

2
qiqi

U .m/.�/.bi � qi /
�

C 1

2

X
i¤j



.bi � qi /;D

2
qiqj

U .m/.�/.bj � qj /
�
:
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Thus, under the assumption in (ii), we have

�����U .m/.b/ � U .m/.q/ �
mX
iD1

DqiU
.m/.q/ � .bi � qi /

�����
� C

2m

mX
iD1

jqi � bi j2 C 1

4

X
i¤j



D2
qiqj

U .m/


1jqi � bi j2

C 1

4

X
i¤j

kD2
qiqj

U .m/k1jqj � bj j2

�
�
C

2
C C

4
C C

4

�Z
M2

j´ � wj2d
 .m/.´; w/ D CW 2
2

�
�.m/q ; �

.m/

b

�
:

(iii)-(a) Performing again a first-order Taylor expansion, we find

DqiU
.m/.q/ �DqiU

.m/.b/

D
mX

kD1
D2
qkqi

U .m/.q/.qk � bk/

D D2
qiqi

U .m/.�/.qi � bi /C
X
k¤i

D2
qkqi

U .m/.�/.qk � bk/:

Thus using the assumptions, we find

��DqiU
.m/.q/ �DqiU

.m/.b/
��

� C

m
jqi � bi j C

�X
k¤i

m3kD2
qkqi

U .m/k21
� 1
2
�X
k¤i

1

m3
jqk � bkj2

� 1
2

� C

m

�jqi � bi j CW2

�
�.m/q ; �

.m/

b

��
:

(iii)-(b) Without loss of generality, let us suppose that i < j . By the permutation
invariance of U .m/, we observe that DqiU

.m/.q/ D Dq1U
.m/.qij / and a similar

identity holds for DqjU
.m/.b/ if we set

(3.6) qij WD .qi ; qj ; q1; : : : ; qi�1; qiC1; : : : ; qj�1; qjC1; : : : ; qm/:
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Using a similar identity for DqjU
.m/.b/ we obtain

��DqiU
.m/.q/ �DqjU

.m/.b/
�� D jDq1U

.m/.qij / �Dq1U
.m/.bij /j

� kD2
q1q1

U .m/k1jqi � bj j

C
i�1X
kD1

kD2
qkC2 q1

U .m/k1jqk � bkj

C
j�1X

kDiC1
kD2

qkC1 q1
U .m/k1jqk � bkj

C
mX

kDjC1
kD2

qkq1
U .m/k1jqk � bkj:

Thus,

��DqiU
.m/.q/ �DqjU

.m/.b/
��

� C

m
jqi � bj j C C

m2
.jqj j C jbi j/C C

m2

mX
kD1

jqk � bkj

� C

m

�
jqi � bj j CW2.�

.m/
q ; �

.m/

b
/C 2r

p
m

m

�
� C

m

�
jqi � bj j CW2

�
�.m/q ; �

.m/

b

�C 1p
m

�
;

where we have used the assumptions on D2
qiqj

U .m/, and in the last two rows we
used the facts that since q; b 2 Bmr , we have that jqi j; jbj j � r

p
m for all i; j 2

f1; : : : ; mg:
(iv) Similarly to the previous points, we perform a Taylor expansion (of order 2)

to obtain

DqiU
.m/.b/ �DqiU

.m/.x/ �
mX

jD1
D2
qiqj

U .m/.q/.bj � qj /

D 1

2

mX
j;kD1

h.bk � qk/;D
3
qiqj qk

U .m/.q/.bj � qj /i;
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and thus�����DqiU
.m/.b/ �DqiU

.m/.q/ �
mX

jD1
D2
qiqj

U .m/.q/.bj � qj /

�����
� 1

2



D3
qiqiqi

U .m/


1jqi � bi j2 C 1

2

X
j¤i



D3
qiqj qj

U .m/


1jqj � bj j2

C 1

2

X
j¤k¤i



D3
qiqj qj

U .m/


1jqj � bj j � jqk � bkj:

We conclude�����DqiU
.m/.b/ �DqiU

.m/.q/ �
mX

jD1
D2
qiqj

U .m/.q/.bj � qj /

�����
� C

2m
jqi � bi j2 C C

2m

mX
jD1

1

m
jqj � bj j2

C C

2m

0@ mX
jD1

1

m
jqj � bj j

1A mX
kD1

1

m
jqk � bkj

!

� C

2m

�jqi � bi j2 CW 2
2

�
�.m/q ; �.m/q

��
;

(v) We write again

D2
qiqj

U .m/.q/ �D2
qiqj

U .m/.b/

D
mX

kD1
D3
qiqj qk

U .m/.q/.qk � bk/

D D3
qiqj qi

U .m/.q/.qi � qi /CD3
qiqj qj

U .m/.q/.qj � bj /

C
mX

kD1;k¤i;k¤j
D3
qiqj qk

U .m/.q/.qk � qk/:

Thus in the case of (a) using the assumptions, we find��D2
qiqj

U .m/.q/ �D2
qiqj

U .m/.b/
��

� C

m2
.jqi � bi j C jqj � bj j/C C

mX
kD1

1

m3
jqk � bkj

� C

m2

�jqi � bi j C jqj � bj j CW2

�
�.m/q ; �

.m/

b

��
:



DISPLACEMENT CONVEX POTENTIAL MFG 51

In the case of (c), since i D j in the above expansion, we find��D2
qiqi

U .m/.q/ �D2
qiqi

U .m/.b/
�� � 

D3

qiqiqi
U .m/



1jqi � bi j
C
X
k¤i

kD3
qiqiqk

U .m/k1jqk � bkj

� C

m

�jqi � bi j CW2

�
�.m/q ; �

.m/

b

��
:

To show (b), let us suppose without loss of generality that i < j < k < l . By
the permutation invariance of U .m/ we have the identities

D2
qiqj

U .m/.q/ D D2
q1q2

U .m/.qi ; qj ; qk; ql ; xq/
and

D2
qkql

U .m/.b/ D D2
q1q2

U .m/.bk; bl ; bi ; bj ; xb/;
where xq; xb 2 Rd�.m�4/ obtained from q and b, respectively, by deleting the vec-
tors indexed by i; j; k; l . Therefore, using the local bounds on the third-order
derivatives of U .m/, we have��D2

qiqj
U .m/.q/ �D2

qkql
U .m/.b/

��
D ��D2

q1q2
U .m/.qi ; qj ; qk; ql ; xq/ �D2

q1q2
U .m/.qk; ql ; qi ; qj ; xb/

��;
and so��D2

qiqj
U .m/.q/ �D2

qkql
U .m/.b/

��
� 

D3

q1q2q1
U .m/



1jqi � bkj
C 

D3

q1q2q2
U .m/



1jqj � bl j C


D3

q1q2q3
U .m/



1jqk � bi j

C 

D3
q1q2q4

U .m/


1jql � bj j C

i�1X
�D1



D3
q1q2q�C4

U .m/


1jq� � b�j

C
j�1X

�DiC1



D3
q1q2q�C3

U .m/


1jq� � b�j

C
k�1X

�DjC1



D3
q1q2q�C2

U .m/


1jq� � b�j

C
l�1X

�DkC1



D3
q1q2q�C1

U .m/


1jq� � b�j

C
mX

�DlC1



D3
q1q2q�

U .m/


1jq� � b�j:
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Thus,

jD2
qiqj

U .m/.q/ �D2
qkql

U .m/.b/j

� C

m2

�jqi � bkj C jqj � bl j
�C C

m3
.jqkj C jbi j C jql j C jbj j/

C C

m3

mX
�D1

jq� � b�j

� C

m2

�
jqi � bkj C jqj � bl j CW2.�

.m/
q ; �

.m/

b
/C 1p

m

�
;

where we have used again that since q; b 2 Bmr , we have jq�j; jb�j � C
p
m for all

� 2 f1; : : : ; mg:
In the case of (d), we proceed similarly as for (b). Let us suppose without loss

of generality that i < j . Then, by the permutation invariance of U .m/, we use the
expression in (3.6) to obtain

D2
qiqi

U .m/.q/ D D2
q1q1

U .m/.qij /;

Using the analogous identity with D2
qj qj

U .m/.b/ we conclude��D2
qiqi

U .m/.q/ �D2
qj qj

U .m/.b/
��

D ��D2
q1q1

U .m/.qij / �D2
q1q1

U .m/.bij /
��

� 

D3
q1q1q1

U .m/


1jqi � bj j C



D3
q1q1q2

U .m/


1jqj � bi j

C
i�1X
kD1



D3
q1q1qkC2



1jqk � bkj C
j�1X

kDiC1



D3
q1q1qkC1



1jqk � bkj

C
mX

kDjC1



D3
q1q1qk



1jqk � bkj:

Thus, ��D2
qiqi

U .m/.q/ �D2
qj qj

U .m/.b/
��

� C

m
jqi � bj j C C

m2
.jqj j C jbi j/C C

m2

mX
kD1

jqk � bkj

� C

m

�
jqi � bj j CW2.�

.m/
q ; �

.m/

b
/C 1p

m

�
;

where we have used again that since q; b 2 Bmr , we have jq�j; jb�j � C
p
m for all

� 2 f1; : : : ; mg: □

The following two theorems show how the quantified regularity estimates on
the restrictions of functions u W M � P2.M/ ! R and U W P2.M/ ! R to
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M �Mm and Mm, respectively, will imply the corresponding regularity of the
original functions.

THEOREM 3.16. Let u WM�P2.M/! R be a continuous function. For m 2 N,
we define u.m/ WM � .M/m ! R as

u.m/.q0; q/ WD u
�
q0; �

.mC1/
q

�
;

where .q0; q/ D .q0; q1; : : : ; qm/ 2 .M/mC1 and �
.mC1/
q D 1

mC1
Pm

iD0 �qi .
Suppose that u.m/ 2 C

1;1
loc .M � .M/m/ and that for K � M compact and r > 0,

u.m/.q0; � / satisfies the estimates of Property 2.2(1)-(a) and (2) for all q0 2 K,
with a constant C D C.K; r/ > 0. Let us moreover assume that for any K � M
compact and r > 0, there exists C D C.K; r/ > 0 such that

(3.7)

jDq0u
.m/.q0; q/j � C; jD2

q0q0
u.m/.q0; q/j1 � C;

mX
iD1

mjD2
qiq0

u.m/.q0; q/j21 � C;

and ��D2
qiqj

u.m/.q0; q/
��1 �

8�<�:
C

m
; i D j and i > 0;

C

m2
; i ¤ j; i; j > 0;

for any q0 2 K and q D .q1; : : : ; qm/ 2 Bmr .
Then, there exists �1 WM�P2.M/�M! R

d , a locally Lipschitz-continuous
function such that for any r > 0 and K �M compact, there exists

C D C.K; r/ > 0

such that for any q0; y0 2 K, any �; � 2 P2.M/, and 
 2 �o.�; �/, u satisfies����u.y0; �/ � u.q0; �/ �Dq0u.q0; �/ � .y0 � q0/

�
Z
M2

�1.q0; �; q/ � .y � q/d
.q; y/

����
� C

�jq0 � y0j2 CW 2
2 .�; �/

�
:

This implies in particular that u 2 C
1;1
loc .M � P2.M//, rwu.q0; �/. � / can be

obtained as the projection of �1.q0; �; � / onto T�P2.M/ and����u.y0; �/ � u.q0; �/ �Dq0u.q0; �/ � .y0 � q0/

�
Z
M2

rwu.q0; �/.q/ � .y � q/d
.q; y/
���

� C
�jq0 � y0j2 CW 2

2 .�; �/
�
:
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PROOF. Our construction is inspired by [31, lemma 8.10].
For m 2 N we define �

.m/
0 W M � P.m/

2 .M/ ! R
d and �

.m/
1 W M �S

�2P.m/
2

.M/
spt.�/ � f�g ! R

d as

�
.m/
0 .q0; �

.m/
q / WD Dq0u

.m/.q0; q/

and
�
.m/
1 .q0; qi ; �

.m/
q / WD mDqiu

.m/.q0; q/ 8i 2 f1; : : : ; mg:
Here

q D .q1; : : : ; qm/ and �.m/q WD 1

m

mX
iD1

�qi 2 P.m/
2 .M/:

From the assumptions of this theorem, as a consequence of Lemma 3.15(i), when
restricted to K � P.m/

2 .M/ \ Br where K � M is compact and r > 0, �.m/
0

is uniformly bounded and uniformly Lipschitz-continuous, with respect to m (and
the Lipschitz constant depends solely on K and r).

Let K be the collection of compact sets inM. We assume there exists a positive
function C defined on K � .0;1/ such that C.K; r/ � C.K 0; r 0/ K � K 0 and
r � r 0:

We assume to be given a family of functions

f .m/ WM �P.m/
2 .M/! R

such that for each r > 0 and each K 2 K ; the restriction of f .m/ to K �
.P.m/

2 .M/ \Br/ is C.K; r/-Lipschitz. We assume there exists a compact subset
in the real line which contains all the f .m/.0; �0/:

In what follows, we will perform Lipschitz extensions of various functions using
the Kirszbraun extension formula. For r > 0, q0 2M, and K 2 K ; we define the
Kirszbraun-Valentine extension f .m/

K;r .q0; � / W P2.M/! R as

f
.m/
K;r .q0; �/

D inf
�

�
f .m/.q0; �/C C.K; r/W2.�; �/ W � 2 P.m/

2 .M/ \Br

	
:

(3.8)

We have that f .m/
K;r .q0; � / is C.K; r/-Lipschitz for all q0 2M and f .m/

K;r coincides

with f .m/ on K � .P.m/
2 .M/ \Br/: Furthermore, for any K 0 2 K , f .m/

K;r . � ; �/
is C.K 0; r/-Lipschitz on K 0 �P2.M/.

Let xBR.0/ denote the closed ball of radius R > 0, centered at the origin in M,
and let Pc.M/ be the union of all the P2. xBR.0//: Since P2. xBR.0// is a compact
subset of P2.M/, we apply the Ascoli-Arzelà theorem and use a diagonalization
argument to obtain a function

f1K;r WM �Pc.M/! R
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such that a subsequence of .f .m/
K;r /m converges locally uniformly to f1K;r on com-

pact sets. We have that f1K;r.q0; � / is C.K; r/-Lipschitz on Pc.M/ for all q0 2M,
and f1K;r. � ; �/ is C.K 0; r/-Lipschitz on K 0 for � 2 Pc.M/: In fact,

(3.9)
��f1K;r.q0; �/ � f1K;r.a0; �/

�� � C.K 0; r/
�jq0 � a0j CW2.�; �/

�
for all q0; a0 2 K 0 and �; � 2 Br :

The function f1K;r admits a unique C.K; r/-Lipschitz extension to K � Br ,
which we continue to denote as f1K;r . Using the construction (3.8) for each coor-

dinate function of �.m/
0 , we construct

�10;K;r WM �P2.M/! R
d :

Similarly, assume we are given a family of functions �.m/
1 defined on

M �
( 

qi ;
1

m

mX
jD1

�qj

!
W q 2 .M/m

)
:

As a consequence of the assumptions and Lemma 3.15(iii)-(b), we assume for each
r > 0 and K 2 K ;���.m/

1

�
q0; q1; �

.m/
q

� ��
.m/
1

�xq0; xq1; �.m/xq
���

� C.K; r/

�
jq0 � xq0j C jq1 � xq1j CW2.�

.m/
q ; �

.m/
xq /C 1p

m

�
for all q0; xq0 2 K, and all q; xq 2 Bmr :

For each k 2 f1; : : : ; dg, �.m/;k
1 and q0; q� 2M, define

�
.m/;k
1;K;r.q0; q�; �/

WD inf
xq
�
�
.m/;k
1 .q0; xqi ; �.m/xq //C C.K; r/

�
jq� � xqi j CW2.�; �

.m/
xq /

� W xq 2 Bmr o:
Note

(3.10)
����.m/;k

1;K;r

�
q0; qi ; �

.m/
q

� ��
.m/;k
1

�
q0; qi ; �

.m/
q

���� � Cp
m

8.q0; q/ 2 K � Bmr :

As done earlier, there is a function

�
1;k
1;K;r WM �M �P2.M/! R

and a subsequence (which we may assume to be the same as the ones above) such
that .�.m/;k

1;K;r/m converges locally uniformly to �1;k
1;K;r on compact sets. Increasing

the value of C.K 0; r/ if necessary, we have

(3.11)
���11;K;r.q0; q1; �/ ��11;K;r.xq0; xq1; �/

�� � C.K 0; r/
�jq0 � xq0j C jq1 � xq1j CW2.�; �/

�
if q0; q1; xq0; xq1 2 K 0 and �; � 2 Br :
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Let q0; xq0 2 M and let K � M be the closure of a bounded open set con-
taining the line segment �q0; xq0�. Let furthermore q; xq 2 Bmr . By the regularity
assumptions on u.m/, one can write the following Taylor expansion:

u.m/.xq0; xq/ � u.m/.q0; q/ �Dq0u
.m/.q0; q/ � .xq0 � q0/

�
mX
iD1

Dqiu
.m/.q0; q/ � .xqi � qi / D

D 1

2
.xq0 � q0/ �D2

q0q0
u.m/.´0; ´/.xq0 � q0/

C
mX
iD1

.xqi � qi / �D2
qiq0

u.m/.´0; ´/.xq0 � q0/

C 1

2

mX
iD1

.xqi � qi /D
2
qiqi

u.m/.´0; ´/.xqi � qi /

C 1

2

mX
i¤jD1

.xqj � qj /D
2
qiqj

u.m/.´0; ´/.xqi � qi /;

where .´0; ´/ 2 M � .M/m is a point on the line segment connecting .q0; q/ to
.xq0; xq/. If q; xq 2 Bmr , by convexity, we also have that ´ 2 Bmr . Now, using the
uniform bounds on D2

qiqj
u.m/ from the assumptions of this theorem, increasing

the value of C D C.K; r/ > 0 if necessary, we have

(3.12)

����u.m/.xq0; xy/ � u.m/.q0; q/ �Dq0u
.m/.q0; q/ � .xq0 � q0/

�
mX
iD1

Dqiu
.m/.q0; q/ � .xqi � qi /

����
� C jxq0 � q0j2 C C jxq0 � q0j

mX
iD1

1p
m
jxqi � qi j

p
mjD2

qiq0
u.m/j

C C

2m

mX
iD1

jxqi � qi j2 C C

2

0@ mX
jD1

1

m
jxqj � qj j2

1A
1
2  mX

iD1

1

m
jxqi � qi j2

! 1
2

� C
�
jq0 � xq0j2 CW 2

2

�
�.m/q ; �

.m/
xq
��
;
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where in the last inequality we have used a Cauchy-Schwarz and a Young inequal-
ity, i.e.,

jxq0 � q0j
�����
mX
iD1

1p
m
jxqi � qi j

p
mjD2

qiq0
u.m/

�����
� jxq0 � q0j

 
mX
iD1

1

m
jxqi � qi j2

! 1
2 �
mjD2

qiq0
u.m/j2� 12

� 1

2
jxq0 � q0j2 C C

2

mX
iD1

1

m
jxqi � qi j2:

Now, using the previous constructions, the first line in the chain of inequalities
(3.12) can be rewritten as

(3.13)

u.m/.xq0; xq/ � u.m/.q0; q/ �Dq0u
.m/.q0; q/ � .xq0 � q0/

�
mX
iD1

Dqiu
.m/.q0; q/ � .xqi � qi /

D u
�xq0; �.mC1/xq

� � u
�
q0; �

.mC1/
q

� ��
.m/
0

�
q0; �

.m/
q

� � .xq0 � q0/

�
Z
M2

�
.m/
1

�
q0; q; �

.m/
q

� � .xq � q/
 .m/.dq; d xq/;
where .qi /miD1 and .xqi /miD1 are ordered in such a way that

W 2
2

�
�.m/q ; �

.m/
xq
� D 1

m

mX
iD1

jqi � xqi j2;


 .m/ WD 1

m

mX
iD1

�.qi ;xqi / 2 �o
�
�.m/q ; �

.m/
xq
�
:

In what follows, we pass to the limit all the terms in the previous line, keeping
in mind that only the integral term needs some additional effort. We have

(3.14)

Z
M2

�
.m/
1 .q0; e; �

.m/
q / � .xe � e/
 .m/.de; dxe/

D
Z
M2

�
.m/
1;K;r.q0; e; �

.m/
q / � .xe � e/
 .m/.de; dxe/

C
Z
M2

�
�
.m/
1 .q0; e; �

.m/
q / ��

.m/
1;K;r.q0; e; �

.m/
q /

� � .xe � e/
 .m/.de; dxe/:
Let us observe that

(3.15)

���� Z
M2

�
�
.m/
1 .q0; e; �

.m/
q / ��

.m/
1;K;r.q0; e; �

.m/
q /

� � .xe � e/
 .m/.de; dxe/
����

� Cp
m

Z
M2

je � xej
 .m/.de; dxe/ � 2rCp
m
:



58 W. GANGBO AND A. R. MÉSZÁROS

The next step in our argument to pass to the limit in the remaining integral in
the first line of (3.15) works as follows. Fix a compact set K � M, R > 0,
q0 2 K, and let �; � 2 P. xBR.0// and 
 2 �o.�; �/. Moreover, let x; y 2 H
be such that ].x; y/ D 
 , which implies ].x/ D �, ].y/ D �. For m 2 N,
recall .�m

j /
m
jD1 is the partition introduced in Section 1. Let us notice that for a.e.

! 2 �, .x.!/; y.!// 2 spt.
/: Let .!i /miD1 be Lebesgue points of .x; y/ such that
!i 2 �i for all i 2 f1; : : : ; mg. Let us define

qi WD x.!i /; xqi WD y.!i /; q WD .q1; : : : ; qm/; xq WD .xq1; : : : ; xqm/ 2 Bmr ;
for all i 2 f1; : : : ; mg: We will assume that we have chosen the Lebesgue points
such that M q

m ! x, M xq
m ! y as m ! C1, strongly in H. We have that

f.qi ; xqi /gmiD1 is contained in spt.
/ and so, it is cyclical monotone. This implies
that if we define 
 .m/ WD 1=m

Pm
iD1 �.qi ;xqi /, then by the monotonicity of the set

of these points, one has that


 .m/ 2 �o.�
.m/
q ; �

.m/
xq /:

Let us underline that in our construction it is very important that 
 .m/ be an optimal
plan and a necessary and sufficient condition, for this is the cyclical monotonicity
of its support (cf. [43, 44]).

Furthermore, as the supports of the measure involved are contained in the com-
pact set xBR.0/, we have the following narrow convergence


 .m/ * 
; m!C1; lim
m!1W2

�
�.m/q ; �

� D lim
m!1W2

�
�
.m/
xq ; �

� D 0:

As
].M q

m/ D �.m/q ; ].M xq
m/ D �

.m/
xq ; and ].M q

m;M
xq
m/ D 
 .m/;

we have in particular

W 2
2

�
�.m/q ; �

.m/
xq
� D mX

iD1

1

m
jqi � xqi j2 D kM q

m �M xq
mk2:

By the uniform Lipschitz property of �.m/
1;K;r , we have

lim
m!1�

.m/
1;K;r

�
q0;M

q
m.!/; �

.m/
q

� D �11;K;r.q0; x.!/; �/

and
lim

m!1�
.m/
1;K;r

�
q0;M

xq
m.!/; �

.m/
xq
� D �11;K;r.q0; y.!/; �/;

for a.e. ! in �. Also, since for a.e. ! 2 �, (3.10) implies

�
.m/
1;K;r

�
q0;M

q
m.!/; �

.m/
q

� D mDqiu
.m/.q0; q/CO.1=

p
m/;

for some i 2 f1; : : : ; mg, by the assumption Property 2.2(1)(a), we have that
.�m

1;K;r.q0;M
q
m.�/; �.m/q //m is a uniformly bounded sequence. Therefore, using
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all these facts, Lebesgue’s dominated convergence theorem yields that up to pass-
ing to a suitable subsequence, that we do not relabel, we obtain

lim
m!1



�.m/
1;K;r

�
q0;M

q
m; �

.m/
q

� ��11;K;r.q0; x; �/




D lim
m!1



�.m/
1;K;r

�
q0;M

xq
m; �

.m/
xq
� ��11;K;r.q0; y; �/



 D 0:

Now, using a suitable subsequence that we do not relabel, we conclude

lim
m!1

Z
M2

�
.m/
1;K;r

�
q0; q; �

.m/
q

� � .xe � e/
 .m/.de; dxe/

D lim
m!1

Z
�

�
.m/
1;K;r

�
q0;M

q
m.!/; �

.m/
q

� � �M xq
m.!/ �M q

m.!/
�
d! D

D
Z
�

�11;K;r.q0; x.!/; �/ � .y.!/ � x.!//d!

D
Z
M2

�11;K;r.q0; e; �/ � .xe � e/
.de; dxe/:

We combine (3.12) and (3.13) to obtain����u.xq0; �/ � u.q0; �/ ��10;K;r.q0; �/ � .xq0 � q0/

�
Z
M2

�11;K;r.q0; e; �/ � .xe � e/
.de; dxe/
����

� C.K; r/
�jq0 � xq0j2 CW 2

2 .�; �/
�
:

We underline that the previous inequality has only been established under the con-
dition that �; � 2 Br have compact support. Since u is continuous, we combine
(3.9) and (3.11) to conclude

(3.16)

����u.xq0; �/ � u.q0; �/ ��10;K;r.q0; �/ � .xq0 � q0/

�
Z
M2

�11;K;r.q0; e; �/ � .xe � e/
.de; dxe/
���

� C.K; r/
�jq0 � xq0j2 CW 2

2 .�; �/
�

for any q0; xq0 2 K and �; � 2 Br :

Note that in (3.16), �10;K;r and �11;K;r depend a priori on K and r: However
since K and r are arbitrary, u is differentiable at every .q0; �/ 2 M � P2.M/:

We have that �10;K;r.q0; �/ must coincide with Dq0u.q0; �/ which is uniquely
determined and so, it is independent of K and r . Furthermore, the Wasserstein
sub- and super-differentials of u.q0; �/ at � coincide and contain a unique element
of minimal norm rwu.q0; �/. We do not know that �11;K;r.q0; �; �/ equals to



60 W. GANGBO AND A. R. MÉSZÁROS

rwu.q0; �/.�/, however, for 
 2 �o.�; �/, (3.16) implies

(3.17)

����u.xq0; �/ � u.q0; �/ �Dq0u.q0; �/ � .xq0 � q0/

�
Z
M2

rwu.q0; �/.e/ � .xe � e/
.de; dxe/
����

� C.K; r/
�jq0 � xq0j2 CW 2

2 .�; �/
�

for any q0; xq0 2 K and �; � 2 Br : In fact, we notice that rwu.q0; �/ is the
projection of �11;K;r.q0; �; �/ onto T�P2.R

d /. □

Using the exact same steps as in the proof of Theorem 3.16, we can show an
analogous result for functions depending on time as well. We formulate this in the
following:

COROLLARY 3.17. Let u W .0;C1/�M�P2.M/! R be a continuous function.
For m 2 N, we define u.m/ W .0;C1/ �M � .M/m ! R as

u.m/.t0; q0; q/ WD u.t0; q0; �
.mC1/
q /;

where .q0; q/ D .q0; q1; : : : ; qm/ 2 .M/mC1 and �
.mC1/
q D 1

mC1
Pm

iD0 �qi .
Suppose that u.m/ 2 C

1;1
loc ..0;C1/ �M � .M/m/ and that for I � .0;C1/ and

K � M compacts and r > 0, u.m/.t0; q0; � / satisfies the estimates of Property
2.2(1)-(a) and (2) for all .t0; q0/ 2 I � K, with a constant C D C.I;K; r/ > 0.
We assume moreover that for any I � .0;C1/ and K �M compacts and r > 0,
there exists C D C.I;K; r/ > 0 such that

(3.18)

��Dq0u
.m/.t0; q0; q/

�� � C;
��D2

q0q0
u.m/.t0; q0; q/

��1 � C;

mX
iD1

mjD2
qiq0

u.m/.t0; q0; q/j21 � C;

��D2
qiqj

u.m/.t0; q0; q/
��1 �

8�<�:
C

m
; i D j; i > 0;

C

m2
; i ¤ j; i; j > 0;

and

(3.19)

��@t0u.m/.t0; q0; q/�� � C;
��@2t0t0u.m/.t0; q0; q/�� � C;

j@t0Dq0u
.m/.t0; q0; q/j � C;

mX
iD1

mjDqi@t0u
.m/.t0; q0; q/j2 � C;

for any .t0; q0/ 2 I �K and q D .q1; : : : ; qm/ 2 Bmr .
Then, there exists �1 W .0;C1/ �M �P2.M/ �M! R

d locally Lipschitz-
continuous function such that for any r > 0 and I � .0;C1/ and K � M
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compacts, there exists C D C.I;K; r/ > 0 such that for any s0; t0 2 I , q0; y0 2
K, any �; � 2 P2.M/, and 
 2 �o.�; �/, u satisfies����u.y0; �/ � u.q0; �/ �Dq0u.q0; �/ � .y0 � q0/

�
Z
M2

�1.q0; �; q/ � .y � q/d
.q; y/

����
� C

�jq0 � y0j2 CW 2
2 .�; �/

�
:

This implies in particular that

u 2 C
1;1
loc ..0;C1/ �M �P2.M//;rwu.t0; q0; �/. � /

is the projection of �1.t0; q0; �; � / onto T�P2.M/ and����u.s0; y0; �/ � u.t0; q0; �/ �Dq0u.t0; q0; �/ � .y0 � q0/

@t0u.t0; q0; �/.s0 � t0/ �
Z
M2

�1.t0; q0; �; q/ � .y � q/d
.q; y/

� C
�js0 � t0j2 C jq0 � y0j2 CW 2

2 .�; �/
�
:

THEOREM 3.18. Let U 2 C
1;1
loc .P2.M//. Let U .m/ W .M/m ! R be defined as

U .m/.q/ WD U .�
.m/
q / for q 2Mm such that Property 2.2(2–3) are satisfied. Then

U 2 C
2;1;w
loc .P2.M// in the sense of Definition 3.13 such that the following hold.

There exist C W .0;1/! .0;1/ monotone nondecreasing and
(i) there are continuous maps

�0 WM �P2.M/! R
d�d and �1 WM �M �P2.M/! R

d�d

such that for � 2 P2.M/ we have

sup
�2Br

k�0. � ; �/kL1.�/; sup
�2Br

k�1. � ; � ; �/kL1.�
�/ � C.r/:

(ii) Let �; � 2 Br and 
 2 �o.�; �/. We have

(3.20)

����rwU .�/.xq/ � rwU .�/.q/ ��0.q; �/.xq � q/

�
Z
M2

�1.q; a; �/.b � a/d
.a; b/

����
� C

�jq � xqj2 CW 2
2 .�; �/

�
and

(3.21)
��rwU .�/.q/ � rwU .�/.xq/�� � C .jq � xqj CW2.�; �// 8�; � 2 Br ;

for all .q; xq/ 2 spt.�/ � spt.�/.



62 W. GANGBO AND A. R. MÉSZÁROS

PROOF. We follow ideas similar to those presented in the proof of Theorem
3.16. Recall that for q 2 Bmr , we use the notation �.m/q WD 1=m

Pm
iD1 �qi and use

a similar notation for xq 2 Bmr : Let us define the matrix-valued functions

�
.m/
0 W

[
q2Bmr

spt
�
�.m/q

� � ��.m/q

	! R
d�d

and

�
.m/
1 W

[
q2Bmr

��
spt
�
�.m/q

� � spt
�
�.m/q

�� n f.qi ; qi / W i D 1; : : : ; mg
�
� ��.m/q

	! R
d�d

as

�
.m/
0

�
qi ; �

.m/
q

� WD mD2
qiqi

U .m/.q/;

�
.m/
1 .qi ; qj ; �

.m/
q / WD m2D2

qiqj
U .m/.q/; i ¤ j:

Let us underline that we have not defined �.m/
1 .qi ; qi ; �

.m/
q / for i D j: Because of

this, later we will need special care when one passes to the limit the corresponding
objects as m!C1.

We observe that as a consequence of the assumptions and Lemma 3.15(v)-(b,d),
we have that for any r > 0, there exists a constant C D C.r/ > 0 such that���.m/

0 .qi ; �
.m/
q / ��

.m/
0 .xqj ; �.m/xq /

�� � C

�
jqi � xqj j CW2.�

.m/
q ; �

.m/
xq /C 1p

m

�
and���.m/

1

�
qi ; qk; �

.m/
q

� ��
.m/
1

�xqj ; xql ; �.m/xq
���

� C

�
jqi � xqj j C jqk � xql j CW2

�
�.m/q ; �

.m/
xq
�C 1p

m

�
for any q; xq 2 B

m
r , and for any i; j; k; l 2 f1; : : : ; mg, i ¤ k, j ¤ l . For

every coordinate function .�
.m/
0 /�� ; .�

.m/
1 /�� (�; � 2 f1; : : : ; dg), we define the

extensions�
�
.m/
0;r

�
��

WM �P2.M/! R and
�
�
.m/
1;r

�
��

WM �M �P2.M/! R

as follows. For ´; ´1; ´2 2M, � 2 P2.M/ we set�
�
.m/
0;r

�
��
.´; �/ WD inf

�
.�

.m/
0 /�� .qi ; �

.m/
q /C C

�jqi � ´j CW2.�
.m/
q ; �

�	
and�

�
.m/
1;r

�
��
.´1; ´2; �/ WD

inf
��
�
.m/
1

�
��

�
qi ; qk; �

.m/
q

�C C.jqi � ´1j C jqk � ´2j/CW2

�
�.m/q ; �

�	
;

where both infima are taken over q 2 Bmr , i; k 2 f1; : : : ; mg; i ¤ k.
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Recall that �.m/
0;r and �.m/

1;r are C.r/-Lipschitz, and we have

(3.22)
���.m/

0;r

�
qi ; �

.m/
q

� ��
.m/
0

�
qi ; �

.m/
q

���1 � Cp
m

8q 2 Bmr ; i 2 f1; : : : ; mg

and

(3.23)
���.m/

1;r

�
qi ; qk; �

.m/
q

� ��
.m/
1

�
qi ; qk; �

.m/
q

���1 � Cp
m

8q 2 Bmr ; i; k 2 f1; : : : ; mg; i ¤ k:

If R > 0, ´1; ´2 2 BR.0/, and � is supported by BR.0/, then for all �; � 2
f1; : : : ; dg

�C � �
�
.m/
1;r

�
��
.´1; ´2; �/ � C C C

�j´1j C j´2j CW2.0; �/
� � C.3R/:

We obtain a similar uniform bound on .�.m/
0;r /m. As in the proof of Theorem 3.16,

there are C -Lipschitz functions

�0;r WM �P2.M/! R
d�d ; �1;r WM �M �P2.M/! R

d�d ;

locally bounded, respectively, on M � P2.M/ and M2 � P2.M/ by a constant
depending only on r and R. Up to a subsequence, as m ! C1, .�.m/

0;r /m

and .�
.m/
1;r /m converge to �0;r and �1;r , uniformly on xBR.0/ � P. xBR.0// and

xBR.0/ � xBR.0/ �P. xBR.0//, respectively.
Our next task is to show that

(3.24)
�0;r. � ; �/ 2 L1.MI�/; �1;r. � ; � ; �/ 2 L1.M �MI�
 �/;

8� 2 Br \P. xBR.0//:

CLAIM 1. �1;r. � ; � ; �/ 2 L1.M2I�
 �/:

PROOF OF CLAIM 1. Let r > 0, R > 0, and first let � 2 BR \ P. xBR.0//.
Let ´1; ´2 2 BR.0/: As we plan to let m tend to 1, there is no loss of generality
to assume R � r

p
m: Since q D .´1; ´2; 0; : : : ; 0/ 2 Bmr , we have

�C � �
�
.m/
1;r

�
��
.´1; ´2; �/ �

�
�
.m/
1

�
��
.´1; ´2; �

.m/
q /

C C.r/
�j´1 � ´1j C j´2 � ´2j CW2

�
�.m/q ; �

��
� C.r/C 2rC.r/:

Letting m tend to 1 we conclude that
����1;r

�
��
.´1; ´2; �/

�� � C.r/ C 2rC.r/

first onM2 �Pc.M/ and by continuity, this holds onM2 �P2.M/.

CLAIM 2. �0;r. � ; �/ 2 L1.MI�/:
PROOF OF CLAIM 2. The proof is similar to but simpler than that of Claim 1.
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For q; xq 2 Bmr we have the expansion

(3.25)

mDq1U
.m/.xq/ �mDq1U

.m/.q/ �mD2
q1q1

U .m/q/.xq1 � q1/

�m

mX
kD2

D2
q1qk

U .m/.q/.xqk � qk/

D m

2

mX
k;lD1

.xql � ql/D
3
q1qkql

U .m/.´/.xqk � qk/

where ´ is a point on the line segment connecting q to xq.
Let �; � 2 Br , 
 2 �o.�; �/, and let .q1; xq1/ 2 spt.�/ � spt.�/ (which is not

necessarily in spt.
/). Suppose that both spt.�/ and spt.�/ contain more than one
element. We choose x; y 2 H such that ].x; y/ D 
 and so, ].x/ D �, ].y/ D �.
Let .�m�1

i /m�1iD1 be the partition of � introduced in Section 1. We are going to
choose special values ofm WD 2lC1 and choose Lebesgue points !iC1 2 �2l

i such
that all the points in �2l

i are kept in �2lC1

i . We set qi WD x.!i /; xqi WD y.!i /

for i D 2; � � � ; m Set


 .m�1/ WD 1

m � 1

mX
iD2

�.qi ;xqi /; �.m�1/q WD 1

m � 1

mX
iD2

�qi ;

�
.m�1/
xq WD 1

m � 1

mX
iD2

�xqi :

Since, .qi ; xqi /1iD2 is cyclically monotone,


 .m�1/ 2 �o
�
�.m�1/q ; �

.m�1/
xq

�
:

By construction .
 .m�1//m converges narrowly to 
 . Let M q
.m�1/;M

xq
.m�1/ 2 H,

the random variables corresponding to the previously chosen points .q2; : : : ; qm/
and .xq2; : : : ; xqm/, respectively. We have

(3.26)

lim
m!C1W2.�

.m/
q ; �/

D lim
m!C1W2.�

.m�1/
q ; �/ D lim

m!C1W2.�
.m/
xq ; �/

D lim
m!C1W2.�

.m�1/
xq ; �/ D 0:

Furthermore,

]
�
M

q
.m�1/;M

xq
.m�1/

� D 
 .m�1/;

and
lim

m!C1


M q

.m�1/ � x


 D lim

m!C1


M xq

.m�1/ � y


 D 0:
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Using the assumptions on D3
qj qkql

U .m/, since ´ 2 Bmr , increasing the value of C
if necessary, we have�����m

mX
k;lD1

.yl � xl/D
3
q1qkql

U .m/.´/.xqk � qk/

�����
� mjD3

q1q1q1
U .m/.´/j1jxq1 � q1j2

Cm

mX
kD2

jD3
q1qkq1

U .m/.´/j1jxqk � qkjjxq1 � q1jC

Cm

mX
lD2

jD3
q1q1ql

U .m/.´/j1jxq1 � q1jjxql � ql j

Cm

mX
kD2

jD3
q1qkqk

U .m/.´/j1jxqk � qkj2 C

Cm

mX
k¤lD2

jxql � ql jjD3
q1qkql

U .m/.´/j1jxqk � qkj

� C

 
jxq1 � q1j2 C jxq1 � q1j

mX
kD2

1

m
jxqk � qkj C

mX
kD2

1

m
jxqk � qkj2

!

C C

m2

mX
k¤lD2

jxql � ql jjxqk � qkj

� C
�jxq1 � q1j2 CW 2

2

�
�.m�1/q ; �

.m�1/
xq

��
:

Thus, this together with (3.25) implies

m

�����Dq1U
.m/.xq/ �Dq1U

.m/.q/ �D2
q1q1

U .m/.q/.xq1 � q1/

�
mX

kD2
D2
q1qk

U .m/.q/.xqk � qk/

����� � C
�jxq1 � q1j2 CW 2

2

�
�.m�1/q ; �

.m�1/
xq

��
:

Using the definition of �.m/
0 and �.m/

1 we read off

(3.27)

����rwU
�
�
.m/
xq
�
.xq1/ � rwU

�
�.m/q

�
.q1/ ��

.m/
0

�
q1; �

.m/
q

�
.xq1 � q1/

� m � 1

m

Z
M2

�
.m/
1 .q1; a; �

.m/
q /.b � a/
 .m�1/.da; db/

���
� C

�jxqj � qi j2 CW 2
2

�
�.m�1/q ; �

.m�1/
xq

��
;
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Now, first by the continuity of rwU , (3.26) implies

lim
m!1rwU .�.m/q /.q1/ D rwU .�/.q1/;

lim
m!1rwU .�

.m/
xq /.xq1/ D rwU .�/.xq1/:

Before passing to the limit in the other terms, let us further suppose that �; � 2
P. xBR.0// for some R > 0. In light of (3.22), �.m/

0 .q1; �
.m/
q / and �.m/

0;r .q1; �
.m/
q /

have the same limit. By the local uniform convergence property of �.m/
0;r , we have

that limm!1�
.m/
0 .q1; �

.m/
q / D �0;r.q1; �/:

To handle the limit in the last term on the left-hand side of the inequality (3.27),
we observe thatZ

M2

�
.m/
1

�
q1; a; �

.m/
q

�
.b � a/
 .m�1/.da; db/

D
Z
M2

�
.m/
1;r

�
q1; a; �

.m/
q

�
.b � a/
 .m�1/.da; db/

C
Z
M2

�
�
.m/
1 .q1; a; �

.m/
q / ��

.m/
1;r .q1; a; �

.m/
q /

�
.b � a/
 .m�1/.da; db/

and by (3.23), increasing C if necessary, we have that���� Z
M2

�
�
.m/
1

�
q1; a; �

.m/
q

� ��
.m/
1;r

�
q1; a; �

.m/
q

��
.b � a/
 .m�1/.da; db/

����
� Cp

m

�
M2

jb � aj
 .m�1/.da; db/

� Crp
m
:

Therefore, it is enough to study the limit ofZ
M2

�
.m/
1;r

�
q1; a; �

.m/
q

�
.b � a/
 .m�1/.da; db/:

Since ����.m/
1;r

�
q1;M

q
.m�1/

�
!/; �.m/q

� ��
.m/
1

�
q1;M

q
.m�1/.!/; �

.m/
q

���� � Cp
m

and since
�
.m/
1

�
q1;M

q
.m�1/.!/; �

.m/
q

� D �
.m/
1

�
q1; qi ; �

.m/
q

�
for some i 2 f2; : : : ; mg for a.e. ! 2 �, we have that

! 7! �
.m/
1;r

�
q1;M

q

.m�1/.!/; �
.m/
q

�
is uniformly bounded with respect to m 2 f2; 3; : : : g. Thus by the previous con-
vergences and by Lebesgue’s dominated convergence theorem, up to passing to a
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subsequence that we do not relabel, we have that

lim
m!1



�.m/
1;r .q1;M

q

.m�1/; �
.m/
q / ��1.q1; x; �/



 D 0:

Thus, up to a subsequence,

lim
m!1

Z
M2

�
.m/
1;r

�
q1; a; �

.m/
q

�
.b � a/
 .m�1/.da; bb/

D lim
m!1

Z
�

�
.m/
1;r

�
q1;M

q

.m�1/.!/; �
.m/
q

��
M

xq
.m�1/.!/ �M

q

.m�1/.!/
�
d! D

D
Z
�

�1;r.q1; x.!/; �/.y.!/ � x.!//d!

D
Z
M2

�1;r.q1; a; �/.b � a/
.da; db/:

We have all the ingredients to conclude that up to subsequence (3.27) implies����rwU .�/.xq1/ � rwU .�/.q1/ ��0;r.q1; �/.xq1 � q1/

�
Z
M2

�1;r.q1; a; �/.b � a/
.da; db/

����
� C

�jq1 � xq1j2 CW 2
2 .�; �/

�
:

As C is independent of R, we extend the previous inequality to all �; � 2 Br with-
out imposing that they lie in P.BR.0//: We also notice that by the assumptions,
i.e., Property 2.2(3), the map q 7! rwU .�/.q/ is Lipschitz-continuous uniformly
with respect to � 2 Br . More precisely, Lemma 3.15 (iii)-(b) yields that there
exists C D C.r/ > 0 such that for all �; � 2 Br and .q1; xq1/ 2 spt.�/ � spt.�/,
we have

jrwU .t; �/.q1/ � rwU .t; �/.xq1/j � C.jq1 � xq1j CW2.�; �//;

so (3.21) follows. □

Remark 3.19. Note that�0 is a symmetric matrix, as a limit of symmetric matrices.

4 Global Well-Posedness of Master Equations
Throughout this section, we fix T > 0 and impose (H1)–(H7). We further

assume

(H8) U0;F 2 C
2;1;w
loc .P2.M// and U

.m/
0 ; F .m/ satisfy Property 2.2(3):

Let �U be the solution obtained in Proposition 1.5 and define U W �0; T � �
P2.M/ ! R as U .t; �/ WD �U .t; x/ where � D ].x/: By Lemma 3.11, the
regularity property obtained on �U in Proposition 1.5 ensures that

U .t; � / is C 1;1
loc .P2.M//:
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We use Remark 3.7 to obtain that U 2 C
1;1
loc .�0; T � � P2.M// (in the sense of

Definition 3.8), and it is a classical solution to the Hamilton–Jacobi equation

(4.1)

(
@tU CH .�;rwU / D F .�/ in .0; T / �P2.M/;

U .0; �/ D U0.�/; in P2.M/:

4.1 The vectorial master equation
Let V W P2.M/ �M! R

d and define

xN�

�
V ;r>wV

�
.t; �; q/ WD

Z
M

r>wV .t; �; q/.b/DpH
�
b;V .t; �; b/

�
�.db/:

We plan to obtain existence of V W �0; T � �P2.M/ �M! R
d ; a solution to the

so-called vectorial master equation

(4.2)

8��<��:
@tV CDqH.q;V .t; �; q//CDqV .t; �; q/rpH.q;V .t; �; q//

C xN�

�
V ;r>wV

�
.t; �; q/ D rwF .�/.q/

V .0; �; � / D V0.�/;

as a by-product of the regularity properties of the solution to (4.1). The lower-order
regularity results in the Hilbert setting are starting points to improve to higher-order
regularity results in the Wasserstein space. First, let us discuss the existence and
regularity of solutions of (4.1).

THEOREM 4.1. The equation (4.1) has a unique classical solution

U 2 C
1;1
loc .�0; T � �P2.M//

such that U .t; � / 2 C
2;1;w
loc .P2.M//, which has to be understood in the sense of

Definition 3.13.

PROOF. First, we notice that Proposition 1.5 asserts existence and uniqueness
of a solution U 2 C

1;1
loc .�0; T � �P2.M//. Then, Theorem 2.3 will imply that

U .m/.t; q/ WD U .t; �.m/q / for t 2 .0; T /; m 2 N; q 2 .M/m;

satisfies the regularity estimates from Property 2.2 in Bmr .0/ with constant C.t; r/.
We apply Theorem 3.18 to infer U .t; � / is of class C 2;1;w

loc .P2.M//. □

Remark 4.2. In this subsection we discuss existence of weak solutions to (4.2).
The regularity of solutions U to the Hamilton–Jacobi equation (4.1) established in
Theorem 4.1 are enough to differentiate this equation with respect to the measure
variable. This procedure gives us a notion of weak solution to the vectorial master
equation. Better regularity properties of this solution are subtle, and we need ad-
ditional effort to obtain these. We postpone this analysis to Section 5.1, where we
point out a deep connection between the vectorial and the scalar master equations
as well.
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DEFINITION 4.3. We say that V W �0; T ��S�2P2.M/f�g�spt.�/! R
d is a weak

solution to (4.2) if it is locally Lipschitz on its domain of definition, V . � ; �; q/ is
differentiable on .0; T / for all � 2 P2.M/, and q 2 spt.�/,

V .t; � ; � / 2 C
1;1
loc

� [
�2P2.M/

f�g � spt.�/
�
;

V .t; �; � / is differentiable on spt.�/ for all t 2 �0; T �, and � 2 P2.M/ and the
equation (4.2) is satisfied pointwise on �0; T � �S�2P2.M/f�g � spt.�/.

THEOREM 4.4. Suppose U .t; � / 2 C
2;1;w
loc .P2.M// (in the sense of Definition

3.13). Using the notation in Remark 3.14, we have assumed

Dq

�rwU .t; �/. � /� 2 L1.MI�/; xr2
wwU .t; �/. � ; � / 2 L1.M �MI�
 �/;

8� 2 P2.M/; and a.e. t 2 .0; T /: Then the vector field

V .t; �; q/ WD rwU .t; �/.q/

defined on �0; T � �S�2P2.M/f�g � spt.�/ solves the vectorial master equation
(4.2) with initial data V0 D rwU0 in the sense of Definition 4.3.

PROOF OF THEOREM 4.4. Let � 2 P2.M/, let ' 2 C1
c .M/ be arbitrary, and

set � WD D': Choose " > 0 small enough such that for all s 2 �0; "�, Xs WD idC s�

is a diffeomorphism ofM intoM and jidj2=2C s' is convex. For any q 2 spt.�/
we have

(4.3)

rwU .t; �s/.Xs.q// D rwU .t; �/.q/C sDqrwU .t; �/.q/�.q/

C s

Z
M

r2
wwU .t; �/.q; a/�.a/�.da/

C o.s/:

SinceZ
M

H
�
´;rwU .t; �s/.´/

�
�s.d´/ D

Z
M

H
�
Xs.q/;rwU .t; �s/

�
Xs.q/

��
�.dq/;

(4.3) implies

(4.4)

H
�
�s;rwU .t; �s/

� D H
�
�;rwU .t; �/

�
C s

Z
M

DqH
�
q;rwU .t; �.q//

� � �.q/�.dq/
C s

Z
M

DpH
�
q;rwU .t; �/.q/

� � �DqrwU .t; �/.q/�.q/
�
�.dq/

C s

Z
M2

DpH
�
q;rwU .t; �/.q/

� � �r2
wwU .t; �/.q; a/�.a/�.da/

�
�.dq/

�F .�/ � s

Z
M

rwF .�/.q/ � �.q/�.dq/C o.s/:
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Similarly,

(4.5) @tU .t; �s/ D @tU .t; �/C s

Z
M

@trwU .t; �/.q/ � �.q/�.dq/C o.s/:

Note that since U is a C 1;1
loc .�0; T � �P2.M// solution to (4.1), rwU . � ; �/.q/ is

Lipschitz-continuous on �0; T �. Moreover, from equation (4.1) and since U .t; � / 2
C
2;1;w
loc .P2.M//, we get that @tU .t; � / is differentiable for all t 2 .0; T /. There-

fore, @trwU .t; �/.q/ D rw@tU .t; �/.q/ for all .t; �/ 2 .0; T / � P2.M/ and
q 2 spt.�/.

Since
@tU .t; �s/CH

�
�s;rwU .t; �s/

� D 0;

(4.4) and (4.5) imply

(4.6)

Z
M

�
@trwU .t; �/.q/CDqH

�
q;rwU .t; �/.q/

� � rwF .�/.q/
�
� �.q/�.dq/

C
Z
M

DpH
�
q;rwU .t; �/.q/

� � �DqrwU .t; �/.q/�.q/
�
�.dq/

C
Z
M2

DpH
�
q;rwU .t; �/.q/

� � �r2
wwU .t; �/.q; a/�.a/�.da/

�
�.dq/ D 0:

Since we asserted in Remark 3.19 that DqrwU .t; �/. � / is symmetric, (4.6) can
be rewritten asZ

M

�
@trwU .t; �/.q/CDqH

�
q;rwU .t; �/.q/

� � rwF .�/.q/
� � �.q/�.dq/

C
Z
M

DqrwU .t; �/.q/DpH
�
q;rwU .t; �/.q/

� � �.q/�.dq/
C
Z
M2

�r2
wwU .t; �/.q; a/>DpH

�
q;rwU .t; �/.q/

��
�.dq/ � �.a/�.da/ D 0:

Note that

DqH
� � ;rwU .t; �/

�CDqrwU .t; �/DpH
� � ;rwU .t; �/

�
D Dq

�
H
� � ;rwU .t; �/

�� 2 T�P2.M/:

Since the rows of r2
wwU .t; �/.q; a/ belong to T�P2.M/, so does

r2
wwU .t; �/.q; a/>DpH

�
q;rwU .t; �/.q/

�
(as linear combinations of these rows). By the arbitrariness of � and the previous
claims, we conclude

@trwU .t; �/CDqH
� � ;rwU .t; �/

�CDqrwU .t; �/DpH
� � ;rwU .t; �/

�
C xN�

�
V ;rT

wV
�
.t; �; � / D rwF .�/;

�-almost everywhere on q 2M. □
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Remark 4.5. At this point we do not know whether all the terms appearing in
(4.2) could be extended to (at least L d -a.e.) q 2 M. We have good pointwise
continuity properties of xr>wwU .t; � /. � ; � /, but we do not know much about the
continuity properties of r>wwU .t; � /. � ; � /: If we knew

xN�

�
V ;r>wwU

�
.t; �; q/ D xN�

�
V ; xr>wwU

�
.t; �; q/

we could deduce that q 7! xN�

�
V ;r>wwU

�
.t; q; �/ is continuous. In the same

time, we do not know whether @tV admits a continuous extension.
As a remark, despite the fact that V .t; �; � / itself is defined only on spt.�/, we

know that it is Lipschitz-continuous there, uniformly with respect to t and �. But
it is not clear at all whether any Lipschitz-continuous extension of this at the same
time would produce a valid extension for @tV and r>wV . As highlighted before,
we revisit this question in Section 5.1, and in particular there we produce a solution
to the vectorial master equation that is defined for (Lebesgue) a.e. q 2M.

4.2 The scalar master equation
In this subsection we assume there exists a function C which assigns to each

compact set K � M and each real number r > 0 a positive value C.K; r/: We
assume to be given

(H9) u0; f 2 C
1;1
loc .M �P2.M//

such that

(H10)
rwU0.�/.q/ D Dqu0.q; �/;

rwF .�/.q/ D Dqf .q; �/;
8.q; �/ 2M �P2.M/:

Since we can modify L or zF as follows,

zL .x; a/ D
Z
�

�
L.x.!/; a.!// � r jx.!/j2�d! C zF .x/C rkxk2;

we learn from Proposition B.6 that (H2) and (H7) imply that

(4.7) M 3 q 7! u0.q; �/ is convex and M�Rd 3 .q; v/ 7!
L.q; v/C f .q; �/ is strictly convex 8� 2 P2.M/.

Let us remark that by the fact that u0; f 2 C
1;1
loc .M�P2.M//, we have that u0

and f are locally bounded, i.e., 8K � M compact and r > 0; 9C D C.K; r/ W
ju0.q0; �/j; jf .q0; �/j � C 8.q0; �/ 2 K �Br :

We are to find a function u W �0; T ��M�P2.M/! R that satisfies the scalar
master equation

(4.8)

8����<
����:

@tu.t; q; �/CH.q;Dqu.t; q; �//

CN�

�
Dqu.t; � ; �/;rwu.t; q; �/. � /

�
D f .q; �/;

in .0; T / �M �P2.M/;

u.0; � ; � / D u0 inM �P2.M/;
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where the nonlocal operator N� is defined as in (0.1). We define the notion of
classical solution to (4.8) as follows.

DEFINITION 4.6. We say that u is a classical solution to (4.8) if the following
holds. It is continuously differentiable on .0; T / �M �P2.M/, continuous up to
the initial time 0, and the PDE is satisfied pointwise. The vector field M 3 q 7!
Dqu.t; q; �/ is Lipschitz, uniformly with respect to .t; �/ 2 �0; T � �Br (r > 0).

Furthermore, for all � 2 P2.M/ and for L 1 
L d -a.e.

.s; q/ 2 .0; T / �M; Dqrwu.s; q; �/. � /; rwDqu.s; q; �/. � /
exist, belong to L2.�/, and satisfy additionally

(4.9)
Z
M

��
Dqrw � rwDq

�
u.s; q; �/.y/

�
DpH.y;Dqu.s; y; �//�.dy/ D 0:

Remark 4.7. The condition (4.9) in the previous definitions needs some comments.
In Theorem 4.19 we will actually show existence of the C 1;1

loc .�0; T ��M�P2.M//

solution to (4.8). Let us notice that for functions w 2 C
1;1
loc .M � P2.M//,

Dqrww.q; �/. � / is meaningful for all � 2 P2.M/ and for a.e. q 2 M (see Sec-
tion 5.1). But since Dqw is only Lipschitz-continuous with respect to the measure
variable,rwDqw.q; �/. � /might not be meaningful in general (since Rademacher-
type theorems in .P2.M/;W2/ are more subtle; cf. [26]). So the C 1;1 regularity
in general is not enough to ensure (4.9).

Nevertheless, as the discussion in Section 5.1 shows, the solution that we con-
struct for the master equation (4.8) naturally satisfies (4.9). This condition in par-
ticular will imply uniqueness of the solution as well.

For m 2 N, we define

u
.m/
0 ; f .m/ WM � .M/m ! R; U

.m/
0 ; F .m/ W .M/m ! R

as

u
.m/
0 .y; q/ WD u0

�
y; �.m/q

�
; f .m/.y; q/ WD f

�
y; �.m/q

�
;

U
.m/
0 .q/ WD U0

�
�.m/q

�
; F .m/.q/ WD F

�
�.m/q

�
;

where for q D .q1; : : : ; qm/ 2 .M/m, �.m/q is defined as in (1.1).
We impose the following hypotheses on u.m/0 and f .m/:

u
.m/
0 .y; � /; f .m/.y; � / satisfy Properties 2.2.1/.a/ and 2.2.2/;(H11)

locally uniformly with respect to y 2M:

Dyu
.m/
0 .y; � /; Dyf

.m/.y; � / satisfy Property 2.2.1/.a/;(H12)
locally uniformly with respect to y 2M:
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Notice that based on the previous assumptions, we have that Dyu
.m/
0 and Dyf

.m/

are locally uniformly bounded, i.e., 8r > 0;K �M compact,

9C D C.K; r/ W ��Dyu
.m/
0 .y; q/

��; ��Dyf
.m/.y; q/

�� � C if .y; q/ 2 K � Bmr :
At the same time, by the assumption (H5), DqL and @ay@

b
vL (for all a; b multi-

indices with jaj C jbj D 2) are locally uniformly bounded.
We assume that there exists a constant C > 0 such that

k@aq@bpHkL1.M�Rd / � C for a; b multi-indices with jaj C jbj D 3:(H13)

We also assume there exists a locally bounded continuous function � W P2.M/!
�0;1/ such that
(H14)
L.q; v/Cf .q; �/ � �1jvj2��.�/.jqjC1/ 8.q; v/ 2M�Rd ; 8� 2 P2.M/:

Note that it suffices to impose that f . � ; �/ is convex to have that (H6) implies
(H14).

Recall that Remark 1.1 (iii) ensures there exists a constant C such that
We assume that there exists C > 0 such that

(H15)
jDqH.q; p/j � C.1C jqj C jpj/ and
jDqL.q; v/j � C.1CjqjCjvj/ 8.q; p; v/ 2M�R2d :

4.3 Examples of data functions
We pause for a moment to give examples of initial data U0 and u0, which satisfy

the standing assumptions of this manuscript. Similar examples can be constructed
for F and f as well.

Let �0; �1 W M ! R be smooth bounded functions with uniformly bounded
derivatives up to order 3. For simplicity, we assume also that they are positive and
�1 is even. Fix � > 0 and let � W M ! R be defined as �.q/ WD �

2
jqj2 C �0.q/

and assume � is large enough such that D2� C D2�1 � 0 on M. Then, let us
define U0 W P2.M/! R as

U0.�/ WD
Z
M

�.q/�.dq/C 1

2

Z
M

�1 � �.q/�.dq/; �U0.x/ D U0

�
x]L

d
�

�
;

8� 2 P2.M/; x 2 H: Then �U0 fulfills the assumptions (H1) and (H2).
Set

u0.q0; �/ D �.q0/C .�1 � �/.q0/:
For q WD .q1; : : : ; qm/ 2Mm and q0 2M , we have

u
.m/
0 .q0; q/ D �.q0/C

mX
iD1

1

m
�1.q0 � qi /
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and

U
.m/
0 .q/ D 1

m

mX
iD1

�.qi /C 1

2m2

mX
i;jD1

�1.qi � qj /;

and so for 1 � i � m,

Dqiu
.m/
0 .q0; q/ D 1

m
D�1.q0 � qi / and D2

q0qi
u
.m/
0 .q0; q// D 1

m
D2�1.y � xi /:

We have

Dq0u
.m/
0 .q0; q/ D D�.y/C

mX
iD1

1

m
D�1.q0 � qi /:

>From these computations, one can easily verify that (H9) through (H12) are sat-
isfied.

Under appropriate conditions on functionsL0; l , and g; Lagrangians of the form

L.q; v/ WD L0.v/C l.q; v/C g.q/

and Hamiltonians defined as H.q; � / WD L�.q; � / satisfy (H3) through (H7) and
(H13) through (H15).

We are ready now to define the candidate for the solution to the scalar master
equation. Given t 2 �0; T �, q 2M, and � 2 P2.M/ we define

(4.10)
u.t; q; �/ WD inf




�
u0.
0; �

t
0���/C

Z t

0

�
L.
s; P
s/C f .
s; �

t
s ���/

�
ds W


 2 W 1;2.�0; t �;M/; 
t D q

�
:

Here the curve .� ts ���/s2�0;t� is defined in (C.3). Define

M�.r/ WD sup
Br .0/�BeT .r/

j� jC ju0jCT .jf jC jL.0; � /j/; c�.r/ WD sup
xB1.0/� xBr

ju0j:

Remark 4.8. Let r > 0:

(i) As u0. � ; �/ is convex, if Dqu.0; �/ 6D 0, then

u0

�
Dqu.0; �/

jDqu.0; �/j ; �
�
� u0.0; �/C Dqu.0; �/

jDqu.0; �/j �Dqu.0; �/

D u0.0; �/C jDqu.0; �/j2
jDqu.0; �/j :

Thus, if � 2 Br ; we conclude that

jDqu.0; �/j � 2c�.r/:

Clearly, the previous inequality still holds when Dqu.0; �/ D 0: Conse-
quently,

u0.q; �/ � u0.0; �/CDqu.0; �/ � q � �c�.r/.1C jqj/:
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(ii) Suppose .t; q; �/ 2 �0; T � � Br.0/ �Br . Then

u.t; q; �/ �M�.r/;

and so, if 
 is the unique minimizer in (4.10), we use (H14) and Remark
C.6 (ii) to obtain

M�.r/ � u.t; q; �/

� �c�
�
eT .r/

�
.1C j
.0/j/ �M�.r/T �M�.r/

Z t

0

j
 jds

C �1

Z t

0

j P
 j2 ds:

We conclude there exists a constant SM.r/ independent of t such thatZ t

0

j P
 j2ds � xM.r/:

Hence,

(4.11) j
�1 � 
�2 j2 � SM.r/j�2 � �1j if 0 � �1 � �2 � t:

(iii) By (ii), there is a constant M �.r/ such that

ju.t; q; �/j �M �.r/ .t; q; �/ 2 �0; T � � Br.0/ �Br

Since

.q; v/ 7! Ls;t .q; v/ WD L.q; v/C f .q; � ts ���/; q 7! u0.q; �
t
0���/;

are convex, we obtain that u.t; � ; �/ is a convex function and so as argued
above,

jDqu.t; q; �/j � u

�
t; q C Dqu.t; q; �/

jDqu.t; q; �/j
�
� u.t; q; �/ �M �.r/CM �.r C 1/:

LEMMA 4.9. Let .t; q; �/ 2 �0; T � � Br.0/ � Br and let 
 W �0; t � ! M be the
unique optimizer in (4.10). Suppose that the assumptions (H4), (H5), (H6), (H10),
and (H15) take place. Then 
 2 C 1;1.�0; t �/.

PROOF. The proof follows the same lines as the one of [12, theorem 6.2.5]. □

PROPOSITION 4.10. Let � 2 P2.M/ and t 2 �0; T �. Recall �0; t � 3 s 7! � ts ��� is
defined in (C.3) in Lemma C.5.

(i) We have u.t; � ; �/ 2 C
1;1
loc .M/. Furthermore, there exists a unique 
 min-

imizer in (4.10) which we denote as s 7! S t
s ���.q/:

(ii) If ! 2 �, x 2 H, � D ].x/, and q D x.!/ (meaning in particular that
q 2 spt.�/), then zS t

s �x�.!/ D S t
s ���.q/:

(iii) Under the assumptions in (ii) we have Dqu.t; q; �/ D rwU .t; �/.q/:

(iv) �0; t � 3 s 7! Dqu.s; S
t
s ���.q/; �

t
s ���/ is Lipschitz-continuous, for all

.q; �/ 2M �P2.M/.
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(v) We have that u. � ; � ; �/ 2 C
0;1
loc .�0; T � �M/, with Lipschitz constants de-

pending on r > 0, where � 2 Br .

PROOF. By Remark 4.8(iii), u.t; � ; �/ is a convex function. The fact that u.t;
� ; �/ is locally semiconcave is a standard property. Thus, u.t; � ; �/ is C 1;1

loc .M/:

Since the action


 7! At �
� WD u0.
0; �
t
0���/C

Z t

0

Ls;t .
s; P
s/ds

is strictly convex, S t
s ���.q/ is uniquely defined.

(ii) By the convexity ofAt , any critical point ofAt on the set f
 2 C 1.�0; t �;M/ W

t D qg is a minimizer. Set

ps WD P t
s ���.q/:

The Hamiltonian associated to Ls;t is Hs;t .q; p/ WD H.q; p/� f .q; � ts ���/: Since

DpHs;t .q; p/ � DpH.q; p/;

in light of Proposition C.2(iv) we have

(4.12) DpHs;t .
s; ps/ D DpH
� zS t

s �x�.!/;
zP t
s �x�.!/

� D @s zS t
s �x�.!/ D P
s:

By (H10)

DqHs;t .q; p/ D DqH.q; p/�Dqf .q; �
t
s ���/ D DqH.q; p/�rwF .� ts ���/.q/:

Thus, by Remark 3.7

(4.13)
DqHs;t .
s; ps/ D DqH

� zS t
s �x�.!/;

zP t
s �x�.!/

� � r zF . zS t
s ���/.!/

D �@s zP t
s �x�.!/ D � Pps:

We use first (H10), second Remark 3.7, and third the last identity in (1.26) to
obtain

Dqu0.
0; �
t
0���/ D rwU0

�
� t0���

�
.
0/ D r �U0. zS t

0���/.!/ D zP t
0 �x�.!// D p0:

This, together with (4.12) and (4.13), implies 
 is a critical point of At on the set

f
 2 C 1.�0; t �;M/ W 
t D qg:
Hence, 
 is the unique minimizer, which verifies (ii).

(iii) By the optimality property of 
 , the standard Hamilton–Jacobi theory en-
sures that

(4.14) P
s D DpH.
s;Dqu.s; 
s; �
t
s ���// 8s 2 .0; t/:

First, by the strict convexity of H in the second variable, we have that

Dqu.s; 
s; �
t
s ���/ D DvL.
s; P
s/ 8s 2 .0; t/;

from where, by Lemma 4.9 and by the regularity of DvL, one obtains that �0; t � 3
s 7! Dqu.s; 
s; �

t
s ���/ is Lipschitz-continuous. This shows (iv).

Then, by Proposition C.2 (iv),

P
s D DpH
�

s;rwU .s; � ts ���/.
s/

�
;
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which, together with (4.14), implies

DpH
�

s;rwU .s; � ts ���/.
s/

� D DpH
�

s;Dqu.s; 
s; �

t
s ���/

� 8s 2 .0; t/:

Thus, by (H4), one has

rwU .s; � ts ���/.
s/ D Dqu.s; 
s; �
t
s ���/ 8s 2 .0; t/:

Letting s increase to t we verify (iii).
(v) What remains to be shown is the Lipschitz regularity of u with respect to the

variable t . But this follows from the dynamic programming principle and from the
time Lipschitz continuity of .
s/s2�0;t� and .� ts ���/s2�0;t� (see Lemma C.7(ii) and
Lemma 4.9). □

Remark 4.11. (i) Let � 2 P2.M/, t 2 �0; T �. Note that in Proposition 4.10 S t
s ���

is defined on the whole set M and not just on the support of �. When x 2 H is
such that � D ].x/, Proposition 4.10 (ii) reads as

zS t
s �x� D S t

s ��� � x:
Also,

(4.15)

(
@sS

t
s ��� D DpH.S t

s ���;rwU .s; � ts ���/.S
t
s ���//; s 2 .0; t/;

S t
t ��� D id:

(ii) It is very important to underline the fact that by Proposition 4.10(iii) we
have that for all .t; �/ 2 .0; T / � P2.M/, Dqu.t; � ; �/ D rwU .t; �/. � / on
spt.�/. Since Dqu.t; � ; �/ is defined on the whole M (and we will see below
that it is locally Lipschitz-continuous), this produces a very natural extension for
rwU .t; �/. � / to the whole M. This observation will also help us to improve the
previous notion of weak solution to the vectorial master equation, as we will see in
Section 5.1.

(iii) Since U is of class C
1;1
loc (cf. Definition 3.8) [16, cor. 3.38] yields the

existence of a Lipschitz-continuous extension of rwU .t; �/. � / to the whole M,
with a Lipschitz constant independent of �. This extension has the property that it
is continuous at .�; q/ for q 2 spt.�/. Our result, as described above, because of
the local Lipschitz continuity of Dqu (cf. Lemma 4.13) provides a slightly better
extension.

PROPOSITION 4.12. For all t 2 �0; T � and q 2 M, the function u.t; q; � / is con-
tinuous on P2.M/:

We skip the proof of this proposition since it is obtained by standard arguments,
similar to those appearing in the proof of Proposition C.1.

LEMMA 4.13. When (H1)–(H15) hold, then u defined in (4.10) is of class

C
1;1
loc .�0; T � �M �P2.M//:
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PROOF. We proceed by a discretization approach. Let � 2 P2.M/, t > 0,
m 2 N, and q0 2 spt.�/ be fixed. Moreover, given fq1; : : : ; qmg � spt.�/ we
shall use the notation of q D .q1; : : : ; qm/ 2 .M/m: We define

�.mC1/q D 1

mC 1

mX
iD0

�qi ; � .mC1/s WD � ts
�
�.mC1/q

�
;

so that � .mC1/ is the solution to the continuity equation (C.4) with �
.mC1/
q as

terminal condition. Note

� .mC1/s D 1

mC 1

mX
iD0

�
S t
s ��

.mC1/
q �.qi /

8s 2 .0; t/:

We define

u
.mC1/
0 ; f .mC1/ WM�.M/.mC1/ ! R; U .mC1/; u.m/ W .0; T /�.M/.mC1/ ! R

as

u
.mC1/
0 .y0; q0; q/ WD u0

�
y0; �

.mC1/
q

�
; f .mC1/.y0; q0; q/ WD f

�
y0; �

.mC1/
q

�
;

and
(4.16)

U .mC1/.s; q0; q/ WD U .s; �.mC1/q /; u.m/.t; q0; q/ WD u.t; q0; �
.mC1/
q /:

Observe

(4.17)

u.m/.t; q0; q/ D u0

�
Q0.0; q0; q/; �

.mC1/
0

�
C
Z t

0

L
�
Q0.s; q0; q/;DpH

�
Q0.s; q0; q/;rwU

�
s; � .mC1/s

��
Q0.s; q0; q/

���
ds

C
Z t

0

f
�
Q0.s; q0; q/; �

.mC1/
s

�
ds

C u
.mC1/
0

�
Q0.0; q0; q/;Q0.0; q0; q/;Q.0; q0; q//

�
C
Z t

0

L
�
Q0.s; q0; q/;DpH.Q0.s; q0; q/; .mC 1/Dq0U

.mC1/.s;Q0.s; q0; q/;Q.s; q0; q/
�
ds

C
Z t

0

f .mC1/
�
Q0.s; q0; q/;Q0.s; q0; q/;Q.s; q0; q/

�
ds

where we have set

Qi .s; q0; q/ WD S t
s

�
�.mC1/q

�
.qi /;

Q.s; q0; q/ WD .Q1.s; q0; q/; : : : ;Qm.s; q0; q//:
(4.18)

Now our first goal is to obtain derivative estimates on u.m/ with respect to the
‘distinguished’ variable q0 and second, with respect to all the other variables q.
Finally, we also derive the necessary estimates involving the time variable t as
well. It is convenient to introduce the notation

zu.mC1/0 ; zf .mC1/; V .mC1/ WM � .M/m ! R
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defined as
(4.19)
zu.mC1/0 .q0; q/ WD u

.mC1/
0 .Q0.0; q0; q/;Q0.0; q0; q/;Q.0; q0; q//;

zf .mC1/.q0; q/ WD
Z t

0

f .Q0.s; q0; q/;Q0.s; q0; q/;Q.s; q0; q//ds

V .mC1/.q0; q/ WD
Z t

0

L
�
Q0.s; q0; q/;DpH.Q0.s; q0; q/;

.mC 1/rq0U .mC1/.s;Q0.s; q0; q/;Q.s; q0; q///
�
ds:

In Lemma 4.15 and Lemma 4.18 below we establish the necessary derivative
estimates on these new quantities. These imply in particular that there exists a
constant C D C.T; r;K/ > 0 such that for any .q0; q/ 2 B.mC1/r , q0 2 K (where
K �M is compact), and for all t 2 �0; T � and i; j 2 f0; : : : ; mg, we have

��Dqiu
.m/.t; q0; q/

�� �
8<:C; i D 0;

C

mC 1
; i > 0;

(4.20)

jD2
qiqj

u.m/.t; q0; q/j1 �

8�����<
�����:

C; i D j D 0;

C

mC 1
; .i D j and i > 0/ or .i � j D 0; maxfi; j g > 0/;

C

.mC 1/2
; i ¤ j; i; j > 0:

(4.21)

and

jDq0@tu
.m/.t; q0; q/j � C;

mX
kD1

.mC 1/jDqk@tu
.m/j2 � C;(4.22)

and

(4.23)
��@tu.m/.t; q0; q/�� � C;

��@2ttu.m/.t; q0; q/�� � C:

Let us notice that by definition and the assumption (H10), u is bounded on
�0; T ��K �Br for any K �M compact and r > 0. Therefore, u.m/ is uniformly
bounded (with respect to m) on �0; T � �K � Bmr .

Now, all these properties allow us to verify the assumptions of Corollary 3.17
and conclude by this that there exists zu W �0; T � �M � P2.M/ ! R such that
after passing to a suitable subsequence .u.m//m2N converges to zu in the sense as
described in Corollary 3.17. Let us notice furthermore that zu.t; q0; �/ has to be
the limit of u.t; q0; �

.mC1/
q / (since by Proposition 4.12 u.t; q0; � / is continuous)

and therefore zu and u must coincide. Thus, as a consequence of Corollary 3.17,
u 2 C

1;1
loc .�0; T � �M �P2.M//. □
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COROLLARY 4.14. Under the assumptions of Lemma 4.13, we have that the vec-
tor field M 3 q 7! Dqu.t; q; �/ is globally Lipschitz, uniformly with respect to
.t; �/ 2 �0; T � �Br for any r > 0.

PROOF. Let r > 0, t 2 �0; T �, and � 2 Br . Let q1; q2 2 M. Let .�n/n2N be
a sequence in Br such that W2.�n; �/ ! 0 as n ! C1 and spt.�n/ D M for
all n 2 N. By Proposition 4.10(iii) we have Dqu.t; qi ; �n/ D rwU .t; �n/.qi /,
i D 1; 2. In light of Proposition 1.3 and Lemma 3.11 there exists C D C.r; T / > 0

independent of n such that

jDqu.t; q1; �n/ �Dqu.t; q2; �n/j D jrwU .t; �n/.q1/ � rwU .t; �n/.q2/j
� C jq1 � q2j:

By the continuity of Dqu.t; qi ; � / provided in Lemma 4.13, one can pass to the
limit with n!C1 to obtain

jDqu.t; q1; �n/ �Dqu.t; q2; �n/j � C jq1 � q2j:
The result follows. □

LEMMA 4.15. Let zu.mC1/0 ; zf .mC1/, and V .mC1/ be defined as in (4.19) and sup-
pose the assumptions of Lemma 4.13 are fulfilled. Then, for T; r > 0 and K �M
compact, there exists a constant C D C.T; r;K/ > 0 such that for any .q0; q/ 2
B
.mC1/
r with q0 2 K and i; j 2 f0; : : : ; mg, we have

(1)

��Dqi zu.mC1/0 .q0; q/
�� �

8<:C; i D 0;
C

mC 1
; i > 0;

and

��Dqi
zf .mC1/.q0; q/

�� �
8<:C; i D 0;

C

mC 1
; i > 0:

(2)��D2
qiqj

zu.mC1/0 .q0; q/
��1

�

8����<����:
C; i D j D 0;
C

mC 1
; .i D j and i > 0/ or .i � j D 0 and maxfi; j g > 0/;

C

.mC 1/2
; i ¤ j; i; j > 0;
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and

jD2
qiqj

zf .mC1/.q0; q/j1

�

8����<����:
C; i D j D 0;
C

mC 1
; .i D j and i > 0/ or .i � j D 0 and maxfi; j g > 0/;

C

.mC 1/2
; i ¤ j; i; j > 0:

(3)

��DqiV
.mC1/.q0; q/

�� �
8<:C; if i D 0;

C

mC 1
; if i > 0:

(4)��D2
qiqj

V .mC1/.q0; q/
��1

�

8����<����:
C; i D j D 0;
C

mC 1
; .i D j and i > 0/ or .i � j D 0 and maxfi; j g > 0/;

C

.mC 1/2
; i ¤ j:

As a consequence, u.m/ defined in (4.17) satisfied the estimates (4.20) and (4.21)
from Lemma 4.13.

PROOF. As the computations to obtain the corresponding estimates in the case
of zu.mC1/0 and zf .mC1/ are completely parallel, we perform these only in the case
of zu.mC1/0 :

(1) In the computations below, to facilitate the reading, we will display neither
the time nor the space variables in Qi . For i � 0, we have

(4.24)

Dqi zu.mC1/0 .q0; q/

D Dyu
.mC1/
0 .Q0;Q0;Q/DqiQ0 CDqiu

.mC1/
0 .Q0;Q0;Q/DqiQi

C
mX

kD0;k¤i
Dqku

.mC1/
0 .Q0;Q0;Q/DqiQk :

Now, let us recall that by assumption (H10) we have

Dyu0.y; �/ D rwU0.�/.y/; u
.mC1/
0 .y; q0; q1; : : : ; qm/ D u0.y; �

.mC1/
q /;

for all � 2 P2.M/, all y 2 spt.�/, and all q0; q1; : : : ; qm 2M: This implies

Dyu
.mC1/
0 .y; q0; q/ D Dyu0.y; �

.mC1/
q / D rwU0.�

.mC1/
q /.y/;
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and so

(4.25)
Dyu

.mC1/
0 .qi ; q0; q/ D Dyu0

�
qi ; �

.mC1/
q

� D rwU0.�
.mC1/
q /.qi /

D .mC 1/DqiU
.mC1/
0 .q0; q/

for all i 2 f0; : : : ; mg:
Let us notice that by (H11)–(H12), Lemma 4.16, and Lemma 4.17 provide pre-

cise regularity estimates on the discrete flow .Qi /
m
iD0), with a positive constant

C D C.T; r;K/ such that

.mC 1/jDqku
.mC1/
0 .Q0;Q0;Q1; : : : ;Qm/j � C;

and

jDyu
.mC1/
0 .Q0;Q0;Q1; : : : ;Qm/j � C:

so (1) follows by combining the previous arguments with Lemma 4.16.
(2) Differentiating (4.24) with respect to qj one obtains

D2
qiqj

zu.mC1/0 .q0; q/ D DqjQ0D
2
yyu

.mC1/
0 .Q0;Q0;Q/DqiQ0

C
mX

kD0
DqjQkD

2
yqk

u
.mC1/
0 .Q0;Q0;Q/DqiQ0C

CDyu
.mC1/
0 .Q0;Q0;Q/D2

qiqj
Q0

C
mX

k;lD0
DqjQlD

2
qkql

u
.mC1/
0 .Q0;Q0;Q/DqiQk

C
mX

kD0
Dqku

.mC1/
0 .Q0;Q0;Q/D2

qiqj
Qk :

>From (4.25) we observe again for any i 2 f0; : : : ; mg,

D2
yyu

.mC1/
0 .qi ; q0; q/ D D2

yyu0
�
qi ; �

.mC1/
q

� D DyrwU0

�
�.mC1/q

�
.qi /

D .mC 1/D2
qiqi

U
.mC1/
0 .q0; q/:
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Thus, if i; j > 0 and i ¤ j ,��D2
qiqj

zu.mC1/0 .q0; q/
��1

� C

mC 1
.mC 1/

��D2
q0q0

U
.mC1/
0 .Q0;Q/

��1 C

mC 1

C
mX

kD0
jDqjQkj1jD2

yqk
u
.mC1/
0 .Q0;Q0;Q/j1jDqiQ0j1

C .mC 1/jDq0U
.mC1/
0 .Q0;Q/j C

.mC 1/2

C
mX

kD0
jDqjQkj1jD2

qkqk
u
.mC1/
0 .Q0;Q0;Q/j1jDqiQkj1

C
mX
k¤l

jDqjQl j1
��D2

qkql
u
.mC1/
0 .Q0;Q0;Q/

��1jDqiQkj1

C
mX

kD0

��Dqku
.mC1/
0 .Q0;Q0;Q/

����D2
qiqj

Qk

��1:

Let us recall that by our assumptions, there exists C D C.T; r;K/ such that��D2
q0q0

U
.mC1/
0 .Q0;Q/

��1 � C

mC 1
;
��D2

yqk
u
.mC1/
0 .Q0;Q0;Q/

��1 � C

mC 1
;

��D2
qkql

u
.mC1/
0 .Q0;Q0;Q/

��1 �
(

C
mC1 ; k D l;

C
.mC1/2 ; k ¤ l;��Dqku

.mC1/
0 .Q0;Q0;Q/j � C

mC 1

and by Lemma 4.17 and by the assumptions on U .mC1/
0 ,��Dq0U

.mC1/
0 .Q0;Q/

�� � C

mC 1
:

Therefore, combining the previous arguments and computations, we conclude that��D2
qiqj

zu.mC1/0 .q0; q/
��1 � C

.mC 1/2
:

Similar arguments yield that if i D j , we have��D2
qiqi

zu.mC1/0 .q0; q/
��1 � C

mC 1
:

The computations and arguments given above yield that��D2
q0q0

zu.mC1/0 .q0; q/
��1 � C and

��D2
q0qk

zu.mC1/0 .q0; q/
��1 � C

mC 1
if k > 0;

and so the thesis of the claim follows.
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(3) Let us set v0 WD DpH.Q0; .mC 1/rx0U .mC1/.s;Q0;Q//. First, we have

(4.26)

Dqi v0 D D2
pqH.Q0; .mC 1/rx0U

.mC1/.s;Q0;Q//DqiQ0

CD2
ppH.Q0; .mC 1/rq0U

.mC1/.s;Q0;Q//.mC 1/

�

mX
kD0

D2
q0qk

U .mC1/.s;Q0;Q//DqiQk ;

by using the assumptions (H3) and (H5) on H , Lemma 4.16, and the properties of
D2
x0xk

U .mC1/, we obtain

jDqiv0j1 � C

mC 1
C C

mC 1

C .mC 1/

mX
kD1

��D2
q0qk

U .mC1/.s;Q0; : : : ;Qm//
��1jDqiQk

��1
� C

mC 1
if i > 0:

The same computation and arguments yield that jDq0v0j1 � C:

Now, we compute

(4.27)
DqiV

.mC1/.q0; q/

D
Z t

0

�
DyL.Q0; v0/DqiQ0 CDvL.Q0; v0/Dqiv0

�
ds:

Using the smoothness property and the assumptions (H3) and (H5) on L, together
with Lemma 4.17, we have that there exists a positive constant C D C.T; r;K/

such that jQ0.s; � /j � C and j PQ0.s; � /j � C for all s 2 .0; t/, and so

jDyL.Q0; v0/j � C and jDvL.Q0; v0/j � C:

Therefore, by combining all the previous arguments, the thesis of the claim follows.

(4) From (4.27) one obtains

(4.28)

D2
qiqj

V .mC1/.q0; q/

D
Z t

0

�
DqjQ0D

2
yyL.Q0; v0/DqiQ0 CDqj v0D

2
yvL.Q0; v0/DqiQ0 CDyL.Q0; v0/D

2
qiqj

Q0

�
ds

C
Z t

0

�
DqjQ0D

2
vyL.Q0; v0/Dxiv0 CDqj v0D

2
vvL.Q0; v0/Dqiv0 CDvL.Q0; v0/D

2
qiqj

v0
�
ds:

We first notice that by the arguments from (3), we have that there exists a constant
C D C.T; r;K/ such that jQ0.s; � /j � C and jv0.s; � /j � C for all s 2 .0; t/, and
so jD2

yyL.Q0; v0/j � C , jD2
yvL.Q0; v0/j � C , and jD2

vvL.Q0; v0/j � C .



DISPLACEMENT CONVEX POTENTIAL MFG 85

To conclude, from (4.26) we compute

D2
qi qj

v0 DDqj
Q0D

3
pqqH.Q0; .mC 1/Dq0

U .mC1/.s;Q0;Q//Dqi
Q0

C .mC 1/

mX

kD0

D2
q0qk

U .mC1/.s;Q0;Q//Dqj
QkD

3
pqpH.Q0; .mC 1/Dq0

U .mC1/.s;Q0;Q//Dqxi
Q0

CD2
pqH.Q0; .mC 1/Dq0

U .mC1/.s;Q0;Q//D2
qi qj

Q0

CDqj
Q0D

3
ppqH.Q0; .mC 1/Dq0

U .mC1/.s;Q0;Q//.mC 1/

mX

kD0

D2
q0qk

U .mC1/.s;Q0;Q//Dqi
Qk

CD2
ppH.Q0; .mC 1/Dq0

U .mC1/.s;Q0;Q//.mC 1/

mX

k;lD0

Dqj
QlD

3
q0qkql

U .mC1/.s;Q0;Q//Dqi
Qk

CD2
ppH.Q0; .mC 1/Dq0

U .mC1/.s;Q0;Q//.mC 1/

mX

kD0

D2
q0qk

U .mC1/.s;Q0; : : : ;Qm//D
2
qi qj

Qk :

>From here, using the assumptions (H5) and (H13) on H , the estimates on the
quantities D2

q0qk
U .mC1/ and D3

q0qkql
U .mC1/ and Lemma 4.16, we obtain that

there exists C D C.T; r;K/ > 0 such that��D2
qiqj

v0.q0; q/
��1

�

8����<����:
C; i D j D 0;
C

mC 1
; .i D j and i > 0/ or .i � j D 0 and maxfi; j g > 0/;

C

.mC 1/2
; i ¤ j:

Combining this with the previous arguments and with (4.28) the thesis of the claim
follows. □

LEMMA 4.16. For m 2 N and q D .q0; : : : ; qm/ 2 .M/mC1, let

�.mC1/q WD 1

.mC 1/

mX
iD0

�qi ; Qi .s; q/ WD S t
s

�
�.mC1/q

�
.qi /;

and

Pi .s; q/ WD 1

.mC 1/
P t
s

�
�.mC1/q

�
.qi / 0 � i � m:

We set U .mC1/
0 .q/ WD U0.�

.mC1/
q / and F .mC1/.q/ WD F .�

.mC1/
q /: Further as-

sume U .mC1/
0 and F .mC1/ satisfy Property 2.2(3). Then (as in Theorem 2.3) for

r > 0 and t > 0, there exists C D C.t; r/ such that for all q 2 B.mC1/r , s 2 .0; t/,
and i; j 2 f0; : : : ; mg we have

(4.29) jDqjQi .s; q/j1 �
(
C; i D j;

C
.mC1/ ; i ¤ j:
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and

(4.30)
��D2

qkqj
Qi .s; q/

��1 �

8��<��:
C; i D j D k;

C
.mC1/ ; i D j ¤ k; i ¤ j D k; i D k ¤ j;

C
.mC1/2 ; i ¤ j ¤ k:

PROOF. Let �. � ; ´/ D .�0. � ; ´/; : : : ; �m. � ; ´// be defined as in (1.16) (see also
the systems in (1.17) and (2.7)). By Proposition C.2 we first observe that

�.t; � /�1 D S
t;m
0 :

To facilitate the writing, as it is done in Appendix 2, we denote �.t; � / WD ��1.t; � /,
and so we have

Qi .s; q/ D �i .s; �.t; q//:

Thus, by differentiating and using the estimates on .�0; : : : ; �m/ and .�0; : : : ; �m/

from Theorem 2.3, by denoting j � j1 WD k�k
L1.B

.mC1/
r /

, we have that there exists
C D C.t; r/ such that

jDqjQi .s; � /j1 �
mX

kD0
jD´k�i .s; �0.t; � /; : : : ; �m.t; � //j1jDqj �k.t; � /j1

D jD´i �i .s; �0.t; � /; : : : ; �m.t; � //j1jDqj �i .t; � /j1
C
X
k¤i

jD´k�i .s; �0.t; � /; : : : ; �m.t; � //j1jDqj �k.t; � /j1

�
(
C; i D j;

C
mC1 ; i ¤ j:

Therefore, (4.29) follows. Furthermore, since

D2
qkqj

Qi .s; � / D
mX

l1;l2D0
D2
ql2ql1

�i .s; �0.t; � /; : : : ; �m.t; � /Dqk�l2.t; � /Dqj �l1.t; � /

C
mX

l1D0
D´l1

�i .s; �0.t; � /; : : : ; �m.t; � //D2
qkqj

�l1.t; � / D

D
mX

l1¤l2
D2
ql2ql1

�i .s; �0.t; � /; : : : ; �m.t; � /Dqk�l2.t; � /Dqj �l1.t; � /

C
mX
lD0

D2
qlql

�i .s; �0.t; � /; : : : ; �m.t; � /Dqk�l.t; � /Dqj �l.t; � /

C
mX

l1D0
D´l1

�i .s; �0.t; � /; : : : ; �m.t; � //D2
qkqj

�l1.t; � /;

we have that (4.30) follows. □
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LEMMA 4.17. Let us suppose that we are in the setting of Lemma 4.13 and in
particular all of its assumptions are in place. Let .Qi /

m
iD0 be defined in (4.18). Let

.q0; q/ 2M.mC1/. Then .0; t/ 3 s 7! Q0.s; q0; q/ is Lipschitz-continuous with a
Lipschitz constant independent of m and for all r > 0 and K � M compact. Let
us notice that .Q0.s; q0; q//s2.0;t/ solves (4.15), with data � ts ��

.mC1/
q � and final

condition q0. Furthermore, since .� ts ��
.mC1/
q �/s2.0;t/ belongs to B�.t;r/, for some

�.t; r/ > 0, the velocity field

.0; t/ �M 3 .s; y/ 7! DpH
�
y;rwU .s; � ts ��

.mC1/
q �.y//

�
is globally Lipschitz-continuous after a suitable extension of the velocity field

rwU .s; � ts ��
.mC1/
q �. � /):

Therefore, classical results in the theory of ODEs imply the thesis of the lemma,
and the bound on Q0.s; � ; � / depends only on t , K, and the Lipschitz constant of
the previously mentioned velocity field (hence on r).

LEMMA 4.18. Under the assumptions of Theorem 4.19, u.m/ defined in (4.10)
satisfies the estimates (4.22) and (4.23) from Lemma 4.13.

PROOF. In Lemma 4.15 we showed that u.m/.t; � ; � / 2 C
1;1
loc .M

mC1/ with the
corresponding derivative estimates (4.20) and (4.21), uniformly with respect to
t 2 �0; T �. Furthermore, since by Proposition 4.10(v), u. � ; q; �/ is Lipschitz-
continuous for all q; � 2 M � P2.M/, this property is inherited by u.m/, and
therefore u.m/. � ; q0; q/ is Lipschitz-continuous on �0; T � for all .q0; q/ 2MmC1.

Let us recall now the representation formula (4.17) of u.m/.t; q0; q/. We fix K
to be the closure of a bounded open set inM and r > 0 such that �.mC1/q 2 BmC1r .
The regularity properties of u.m/ and (4.17) for almost every t 2 .0; T / and all
.q0; q/ 2MmC1 yield

(4.31)

@tu
.m/.t; q0; q/CDq0u

.m/.t; q0; q/ �DpH
�
q0; .mC 1/Dq0U

.mC1/.t; q0; q/
�

C
mX

jD1
Dqju

.m/.t; q0; q/ �DpH.qj ; .mC 1/DqjU
.mC1/.t; q0; q//

D L.q0;DpH.q0; .mC 1/Dq0U
.mC1/.t; q0; q///C f .mC1/.q0; q0; q/:

Proposition 4.10(iii) and (4.16) yield

.mC 1/Dq0U
.mC1/.t; q0; q/ D rwU

�
t; �.mC1/q

�
.q0/ D Dq0u.t; q0; �

.mC1/
q /:

Now, let us notice that by the definition of u.m/, one has the identity

Dq0u
.m/.t; q0; q/ D Dq0u

�
t; q0; �

.mC1/
q

�C 1

mC 1
rwu

�
t; q0; �

.mC1/
q

�
.q0/:



88 W. GANGBO AND A. R. MÉSZÁROS

For an arbitrary a 2 M, if we set in yu.mC1/.t; a; q0; q/ WD u.t; a; �
.mC1/
q /, we

have that

1

mC 1
rwu.t; q0; �.mC1/q /.q0/ D Dq0 yu.mC1/.t; a; q0; q/

���
aDq0

and so
(4.32)
.mC 1/Dq0U

.mC1/.t; q0; q/ D Dq0u.t; q0; �
.mC1/
q /

D Dq0u
.m/.t; q0; q/ �Dq0 yu.mC1/.t; q0; q0; q/:

We notice furthermore that yu.mC1/ (with respect to the regularity and derivative
estimates) essentially behaves as u.mC1/.t; q0; q0; q/, and in particular by (4.20)
and (4.21) there exists a constant C D C.K; r/ > 0 such that��Dq0 yu.mC1/.t; q0; q0; q/

�� � C

mC 2
:

All these arguments allow us to conclude that��.mC 1/Dq0U
.mC1/.t; q0; q/

�� � C:

Now, we differentiate (4.31) with respect to the spatial variables.
Differentiating with respect to q0, denoting the variables of f .mC1/ as .y0; q0; q/,

we find that there exists C D C.T;K; r/ such that if .t; q0; q/ 2 �0; T � � B.mC1/r

with q0 2 K, then��Dq0@tu
.m/
��

� ��D2
q0q0

u.m/
����DpH.q0; .mC 1/Dq0U

.mC1//
��

C ��Dq0u
.m/
����D2

qpH
�
q0; .mC 1/Dq0U

.mC1/���
C .mC 1/

��Dq0u
.m/
����D2

ppH.q0; .mC 1/Dq0U
.mC1//

����D2
q0q0

U .mC1/��
C

mX
jD1

��D2
q0qj

u.m/
����DpH.qj ; .mC 1/DqjU

.mC1//
��C I + II

where

I WD
mX

jD1

��Dqju
.m/
����D2

ppH.qj ; .mC 1/DqjU
.mC1//

��.mC 1/
��D2

q0qj
U .mC1/��

C ��Dq0L
�
q0;DpH.q0; .mC 1/Dq0U

.mC1/����
C ��DvL

�
q0;DpH

�
q0; .mC 1/Dq0U

.mC1/������D2
qpH

��
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and

II WD ��DvL
�
q0;DpH

�
q0; .mC 1/Dq0U

.mC1/������D2
ppH

��.mC 1/
��D2

q0q0
U .mC1/��

C ��Dy0f
.mC1/.q0; q0; q/

��C ��Dq0f
.mC1/.q0; q0; q/

��:
Thus, using (4.20), (4.21), and the estimates on U .mC1/ from Theorem 2.3, as well
as the hypotheses on the data H and f .mC1/, we have��Dq0@tu

.m/
��

� C C C

0@ mX
jD1

mjD2
q0qj

u.m/j2
1A

1
2
0@ mX
jD1

1

m

���DpH.qj ; .mC 1/DqjU
.mC1//

���2
1A

1
2

C C C
mX
iD0

1p
mC 1

p
mC 1jDqif

.mC1/j

� C C
 

mX
iD0

1

mC 1

! 1
2
 

mX
iD1

.mC 1/jDqif
.mC1/j2

! 1
2

� C;

This yields the first part of (4.22), since

DpH
�
� ;rU

�
t; �.mC1/q

�
. � /
�
2 L2

�
�.mC1/q

�
;

with an L2.�
.mC1/
q /-norm uniformly bounded with respect to m.

If k 2 f1; : : : ; mg, completely parallel computation gives��Dqk@tu
.m/
��

� ��D2
qkq0

u.m/
����DpH.q0; .mC 1/Dq0U

.mC1//
��

C .mC 1/
��Dq0u

.m/
����D2

ppH
�
q0; .mC 1/Dq0U

.mC1/�����D2
qkq0

U .mC1/��
C

mX
jD1

��D2
qkqj

u.m/
����DpH

�
qj ; .mC 1/DqjU

.mC1/���
C ��Dqku

.m/
��w��D2

qpH
�
qk; .mC 1/DqkU

.mC1/���
C

mX
jD1

��Dqju
.m/
��.mC 1/

��D2
ppH

�
qj ; .mC 1/DqjU

.mC1/�����D2
qkqj

U .mC1/��
C ��DvL

�
q0;DpH

�
q0; .mC 1/Dq0U

.mC1/������D2
ppH

��.mC 1/
��D2

qkq0
U .mC1/��

C ��Dqkf
.mC1/��

� C
��D2

qkq0
u.m/

��C C

.mC 1/

��DpH
�
qk; .mC 1/DqkU

.mC1/���C C

.mC 1/

C ��Dqkf
.mC1/��;

from where, using the same arguments as for the conclusion of the first part of
(4.22), we find

Pm
kD1.mC 1/jDqk@tu

.m/j2 � C , as desired.
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To show (4.23), we argue similarly. First, from (4.31) we simply have��@tu.m/��
� ��Dq0u

.m/
����DpH.q0; .mC 1/Dq0U

.mC1//
��

C
mX

jD1
jDqju

.m/jjDpH.qj ; .mC 1/DqjU
.mC1//j

C jL.q0;DpH.q0; .mC 1/Dq0U
.mC1///j C jf .mC1/j

� C C
0@ mX
jD1

mjDqju
.m/j2

1A
1
2
0@ mX
jD1

1

m
jDpH.qj ; .mC 1/DqjU

.mC1//j2
1A

1
2

� C;

where we used the previous estimates and the fact thatH.q0;Dq0u
.m// and f .mC1/

are locally bounded.
Second, differentiating (4.31) with respect to t , we find��@2ttu.m/��

� ��@tDq0u
.m/
����DpH

�
q0; .mC 1/Dq0U

.mC1/���
C ��Dq0u

.m/
����D2

ppH
��.mC 1/

��@tDq0U
.mC1//

��C
C

mX
jD1

��@tDqju
.m/
����DpH

�
qj ; .mC 1/DqjU

.mC1/���
C

mX
jD1

��Dqju
.m/
����D2

ppH
�
qj ; .mC 1/DqjU

.mC1/���.mC 1/
��@tDqjU

.mC1/��
C j.mC 1/Dq0U

.mC1/jjD2
ppH j.mC 1/j@tDq0U

.mC1//j

� C C
0@ mX
jD1

.mC 1/j@tDqju
.m/j2

1A
1
2
0@ mX
jD1

1

.mC 1/
jDpH.qj ; .mC 1/DqjU

.mC1//j2
1A

1
2

C C.mC 1/j@tDq0U
.mC1//j

C C

0@ mX
jD1

.mC 1/j@tDqjU
.mC1/j2

1A
1
2

:

Let us notice that by (4.32) we have that

.mC 1/j@tDq0U
.mC1/j � j@tDq0u

.m/j C j@tDq0 yu.mC1/j � C C Cp
mC 2

;

where we have used that
Pm

jD0.m C 2/j@tDq0 yu.mC1/j2 � C . Relying on the
previously obtained estimates and on the fact that by Theorem 2.3(3),

mX
jD1

.mC 1/j@tDqjU
.mC1/j2 � C;
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the claim in (4.23) follows. □

Recall that throughout this section, we have imposed that (H1)–(H7) and (H8)
hold. We are ready to state and prove the main theorem of this section.

THEOREM 4.19. Suppose the assumptions (H1) through (H15) are satisfied. Then,
the scalar master equation (4.8) has a unique global-in-time classical solution of
class

C
1;1
loc .�0;C1/ �M �P2.M//

in the sense of Definition 4.6.

PROOF. Let T > 0 be a fixed time horizon. Notice that Theorem 4.1 yields that
u defined in (4.10) is of class C 1;1

loc .�0; T � �M �P2.M//.
Let � 2 P2.M/, q 2 M, and t 2 .0; T /. Using the representation formula

(4.10), by the dynamic programming principle, we have that for s 2 .0; t/

u.t; q; �/

D u
�
s; S t

s ���.q/; �
t
s ���

�
C
Z t

s

L
�
S t
� ���.q/;DpH

�
S t
� ���.q/;Dqu.�; S

t
� ���.q/; �

t
� ���/

��
d�

C
Z t

s

f
�
S t
� ���.q/; �

t
s ���

�
d�:

Hence,

lim
s!t

u.t; q; �/ � u
�
s; S t

s ���.q/; �
t
s ���

�
t � s

D lim
s!t

� Z t

s

L
�
S t
� ���.q/;DpH

�
S t
� ���.q/;Dqu.�; S

t
� ���.q/; �

t
� ���/

��
d�

C
Z t

s

f
�
S t
� ���.q/; �

t
s ���

�
d�

�
;

where both limits exist and are finite, due to the continuity of the integrand on the
right-hand side. Using the chain rule with respect to the measure variable (provided
in Lemma 4.20), this is equivalent to

@tu.t; q; �/CDqu.t; q; �/ �DpH.q;Dqu.t; q; �//

C
Z
M

rwu.t; q; �/.y/ �DpH
�
y;rwU .s; �/.y/

�
�.dy/

D L
�
q;DpH

�
q;Dqu.t; q; �/

��C f .q; �/

Here we used that the optimal curve � 7! S t
� ���.q/ satisfies (4.14), while the curve

� 7! � t� ��� solves the continuity equation (C.4).
Using that by Proposition 4.10(ii)

Dqu.t; �; �/ D rwU .t; �/. � / � � a.e.;
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one obtains

f .q; �/ D @tu.t; q; �/CDqu.t; q; �/ �DpH.q;Dqu.t; q; �//

C
Z
M

rwu.t; q; �/.y/ �DpH.y;Dqu.t; y; �//d�.y/

� L.q;DpH.q;Dqu.t; q; �///

D @tu.t; q; �/CH.q;Dqu.t; q; �//

C
Z
M

rwu.t; q; �/.y/ �DpH.y;Dqu.t; y; �//�.dy/;

where we have used the Legendre duality in the last equation. The arguments
in Section 5.1 imply in particular that u also satisfies the condition (4.9). This
completes the existence part of the theorem.

Uniqueness. Let u 2 C
1;1
loc .�0; T � �M � P2.M// be a solution to (4.8). Let

t 2 .0; T /, � 2 P2.M/, and ´ 2 H be fixed such that ].´/ D �. Using the vector
field DpH. � ;Dqu. � ; � ; � //, let .�s/s2.0;t/ be the unique solution to the continuity
equation

(4.33)

(
@s�s Cr � .�sDpH. � ;Dqu.s; � ; �s/// D 0 in D 0..0; t/ �M/;

�t D �:

Since Dqu is locally Lipschitz on �0; T � �M �P2.M/ and the vector field M 3
q 7! Dqu.t; q; �/ is Lipschitz, uniformly with respect to .t; �/ 2 �0; T � �Br , the
existence and uniqueness of � above follows from standard arguments and from
the adaptation of theorem 3.3 from [30].

Then, inH we consider the ODE(
x0s D DpH.xs;Dqu.s; xs; �s//; s 2 .0; t/;

xt D ´:
(4.34)

This has a unique continuously differentiable solution x W .0; t/! H.

CLAIM 1. We have that ].xs/ D �s .
PROOF OF CLAIM 1. Indeed, let us denote x�s WD ].xs/; we have

@sx�s Cr � .x�sDpH. � ;Dqu.s; � ; �s/// D 0;

in the sense of distributions. But the vector field .s; q/ 7! DpH.q;Dqu.s; q; �s//

induces a unique solution to the continuity equation; therefore � and x� must coin-
cide and the claim follows.

CLAIM 2. The unique solution x to (4.34) satisfies the Euler–Lagrange equa-
tions

DqL.xs; x
0
s/Cr zF .xs/ D d

ds
DvL.xs; x

0
s/ and DvL.x.0/; x

0.0// D r �U0.x.0//;

a.e. in �:
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PROOF OF CLAIM 2. Let us notice first that by our assumptions DvL.q; � / and
DpH.q; � / are inverses of each other for all q 2M. Furthermore, we have

DqL.q;DpH.q; p// D �DqH.q; p/ 8.q; p/ 2M �Rd :

Indeed, this last equation is a consequence of the Legendre-Fenchel identity

H.q; p/ D p �DpH.q; p/ � L.q;DpH.q; p//:

Now, from (4.34) by continuity, by (H10), and by the fact

rwU0.�s/.xs/ D r �U0.xs/;

one can deduce that

x0.0/ D DpH.x.0/;Dqu0.x.0/; �0// D DpH.x.0/;rwU0.�0/.x.0///

D DpH.x.0/;r �U0.x.0///;

which by inversion of DpH.x.0/; � / is equivalent to

DvL.x.0/; x
0.0// D r �U0.x.0//:

0
Then, from (4.34), again by inversion of DpH.xs; � / we have

DvL.xs; x
0
s/ D Dqu.s; xs; �s/:

Since u 2 C
1;1
loc .�0; T � �M �P2.M//, for a.e. s 2 .0; t/ we have

(4.35)
d

ds
DvL.xs; x

0
s/ D @sDqu.s; xs; �s/CD2

qqu.s; xs; �s/DpH.xs;Dqu.s; xs; �s//

C
Z
M

rwDqu.s; xs; �s/.a/ �DpH.a;Dqu.s; a; �s//�s.da/

D @sDqu.s; xs; �s/CD2
qqu.s; xs; �s/DpH.xs;Dqu.s; xs; �s//

C
Z
M

Dqrwu.s; xs; �s/.a/ �DpH.a;Dqu.s; a; �s//�s.da/;

a.e. in �, where we have used (4.9) in the last equation. Let us note that the
previous computation is meaningful. Indeed, by the regularity on u (see also the
arguments in Section 5.1), we can differentiate the master equation (4.8) with re-
spect to q, and so for L 1 
L d -a.e. .s; q/ 2 .0; t/ �M and for all � 2 P2.M/

we have

(4.36)

@sDqu.s; q; �/CD2
qqu.s; q; �/DpH.q;Dqu.s; q; �//

C
Z
M

Dqrwu.s; q; �/.a/DpH.a;Dqu.s; a; �//�.da/

D Dqf .q; �/ �DqH.q;Dqu.s; q; �//:
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We notice that (H10) implies that Dqf .q; �/ D rwF .�/.q/ and so, by combining
(4.35) and (4.36) one deduces

d

ds
DvL.xs; x

0
s/ D Dqf .xs; �s/ �DqH.xs;Dqu.s; xs; �s//

D rwF .�s/.xs/CDqL.xs;Dqu.s; xs; �s//

D r zF .xs/CDqL.xs;Dqu.s; xs; �s//;

and so the claim follows.

CLAIM 3. For each t 2 �0; T � and � 2 P2.M/, u.t; � ; �/ is uniquely deter-
mined on spt.�/.

PROOF OF CLAIM 3. By the strict convexity of the action, the previous claims
show that .xs/s2.0;t/ is the unique solution in the action minimization problem
(1.5) for �U .t; ´/ Butsince �U 2 C

1;1
loc .�0; T � � H/ (as we showed in Proposi-

tion 1.5(ii)), we have at the same time that the optimal velocity for this curve is
DpH.xs;r �U .s; xs//, and so, by the convexity of H in the second variable, one
deduces that

Dqu.s; xs.!/; �s/ D r �U .s; xs/.!/;

for a.e. ! 2 �. This further yields that the vector field q 7! Dqu.s; q; �s/ is unique
(i.e., does not depend on the solution u) on spt.�s/ for all s 2 �0; t �. From here
we also deduce that for each � 2 P2.M/, the solution to the continuity equation
(4.33) is unique (independent of the solution u) and this corresponds to the unique
minimizer in the action minimization problem, i.e., to the solution to (C.4).

Now let q1 2 spt.�/ and let .qs/s2.0;t/ be the unique solution to(
q0s D DpH.qs;Dqu.s; qs; �s//; s 2 .0; t/;

qt D q1:
(4.37)

It is clear that qs 2 spt.�s/ for all s 2 �0; t �. Moreover, for each fixed q1, the curve
solving (4.37) is unique (independent of the solution u).

Using the Legendre duality, the master equation for u can be rewritten as

@su.s; q; �/CDqu.s; q; �/ �DpH.q;Dqu.s; q; �//

C
Z
M

rwu.s; q; �/.a/ �DpH.a;Dqu.s; a; �//�.da/

D f .q; �/C L
�
q;DpH.q;Dqu.s; q; �//

�
;

and replacing in .q; �/ D .qs; �s/ the chain rule gives us

d

ds
.u.s; qs; �s// D f .qs; �s/C L

�
qs;DpH.qs;Dqu.s; qs; �s//

�
:(4.38)

Now, let xu 2 C
1;1
loc .�0; T � �M � P2.M// be another solution to (4.8) in the

sense of Definition 4.6. By the previous arguments one has Dqxu.s; q; �s/ D
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Dqu.s; q; �s/ for all s 2 �0; t � and q 2 spt.�s/. Then, similarly to (4.38), one
has that

d

ds
.xu.s; qs; �s// D f .qs; �s/C L

�
qs;DpH.qs;Dqu.s; qs; �s//

�
:(4.39)

By defining now w W �0; t � ! R as w.s/ WD u.s; qs; �s/ � xu.s; qs; �s/, we have
that w0.s/ D 0 (by subtracting (4.39) from (4.38)) and w.0/ D 0. Therefore one
must have w � 0 and so u.s; qs; �s/ D xu.s; qs; �s/. By continuity one has also
that

u.t; q1; �/ D xu.t; q1; �/ 8q1 2 spt.�/:

CLAIM 4. u is a unique solution to (4.8).
PROOF OF CLAIM 4. It remains to show that if u and xu are two solutions to

(4.8), one has u.t; q; �/ D xu.t; q; �/ for all q 2M n spt.�/. Suppose that � does
not have full support; otherwise there is nothing to prove. Let q0 2Mnspt.�/. For
" > 0 let �" stand for the heat kernel centered at 0 with variance " > 0, and define
�" WD ���". Then one obtained a fully supported smooth probability measure �"
such that W2.�; �"/! 0 as " # 0. Therefore, we have

u.t; q0; �"/ D xu.t; q0; �"/:

By the continuity of both u and �" with respect to the measure variable, one can
pass to the limit as " # 0 to obtain that

u.t; q0; �/ D xu.t; q0; �/;

as desired. □

Despite the fact that the velocity field v.t; � / WD DpH
� � ;rwU

�
t; �

��
appear-

ing in the continuity equation (C.4) typically does not belong to T�P2.M/, we
have the following chain rule (cf. [39] in the compact setting).

LEMMA 4.20. We assume that the hypotheses of Theorem 4.19 take place. Let T >

0, t0; t 2 .0; T /, s 2 .0; t/, q 2 M, and � 2 P2.M/ and let .0; t/ 3 s 7! � ts ���

be the solution to the continuity equation (C.4). Then

lim
s!t

u.t0; q; �/ � u
�
t0; q; �

t
s ���

�
t � s

D
Z
M

rwu.t0; q; �/.y/ �DpH
�
y;rwU

�
t; �

�
.y/
�
�.dy/:
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5 Further Implications of the Scalar Master Equation
5.1 Improvements on the notion of weak solution to the vectorial master

equation
Let us recall that the first part of Theorem 4.19 asserts the existence of u 2

C
1;1
loc .�0; T � �M �P2.M//; which satisfies the scalar master equation

(5.1)
@tu.t; q; �/CH.q;Dqu.t; q; �//

C
Z
M

rwu.t; q; �/.y/ �DpH.y;Dqu.t; y; �//�.dy/ D f .q; �/:

Let us observe that all the terms in the previous equation are locally Lipschitz-
continuous with respect to the q-variable. Indeed, except the nonlocal term, the
Lipschitz continuity of the others is a consequence of the regularity of u and the
data. Setting v.t; y/ WD DpH

�
y;rwU

�
t; �

�
.y/
�

and denoting by xv.t; � / the pro-
jection of v.t; � / onto T�P2.M/, we have thatZ

M

rwu.t; q; �/.y/ � v.t; y/�.dy/ D
Z
M

�1.t; q; �; y/ � xv.t; y/�.dy/;
where �1 is defined in Corollary 3.17. This relationship holds because we have
that rwu.t; q; �/. � / is the projection of �1.t; q; �; � / onto T�P2.M/. Since

�1 2 C
1;1
loc .�0; T � �M �P2.M/ �M/;

the function q 7! R
M
�1.t; q; �; y/ � xv.t; y/�.dy/ is locally Lipschitz-continuous

and for (Lebesgue) a.e. q 2M, we haveZ
M

Dqrwu.t; q; �/.y/ � v.t; y/�.dy/ D
Z
M

Dq�1.t; q; �; y/ � xv.t; y/�.dy/:
Therefore, we are allowed to differentiate (5.1) for (Lebesgue) a.e. q 2M to obtain

@tDqu.t; q; �/CDqH
�
q;Dqu.t; q; �/

�CD2
qqu.t; q; �/DpH

�
q;Dqu.t; q; �/

�
C
Z
M

Dqrwu.t; q; �/.y/ �DpH
�
y;Dqu.t; y; �/

�
�.dy/ D Dqf .q; �/:

By Proposition 4.10(iii) we know that for all .t; �/ 2 .0; T / �P2.M/,

Dqu.t; � ; �/ D rwU .t; �/. � / on spt.�/;

where U is the unique solution to (4.1). Since Dqu is locally Lipschitz-continuous
with respect to all of its variables, it serves a natural extension for rwU .t; �/. � /
to the whole space, and so we have

(5.2)

@trwU .t; �/.q/CDqH.q;rwU .t; �/.q//

CDqrwU .t; �/.q/DpH.q;rwU .t; �/.q//

C
Z
M

Dqrwu.t; q; �/.y/ �DpH.y;rwU .t; �/.y//�.dy/

D Dqf .q; �/ D rwF .�/.q/;
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for all .t; �/ 2 .0; T / �P2.M/ and for (Lebesgue) a.e. q 2M.
In Theorem 4.4 we have seen that V WD rwU solves the vectorial master

equation (4.2) when the variable q needs to be taken in spt.�/. Since we have a
correspondence between all terms in (4.2) and (5.2), except the nonlocal ones, we
can deduce that we must have

xN�

�
V ;r>wV

�
.t; �; q/

D xN�

�rwU ;r2
wwU >�.t; �; q/

D
Z
M

Dqrwu.t; q; �/.y/ �DpH.y;rwU .t; �/.y//�.dy/

for L d -a.e. q 2M.
This fact implies furthermore that

(5.3)

Z
M

Dqrwu.t; q; �/.y/DpH.y;Dqu.t; y; �//�.dy/

D
Z
M

rwDqu.t; q; �/.y/DpH.y;Dqu.t; y; �//�.dy/

D
Z
M

r2
wwU .t; �/.q; y/DpH.y;Dqu.t; y; �//�.dy/

for all � 2 P2.M/ and for L 1 
L d -a.e. .t; q/ 2 .0; T / �M, which shows in
particular that the function u constructed in the first part of the proof of Theorem
4.19 satisfies also (4.9).

All the previous arguments allow to formulate the following:

PROPOSITION 5.1. The weak solution V to the vectorial master equation (4.2)
provided in Theorem 4.4 can be extended in a Lipschitz-continuous way to �0; T ��
P2.M/ �M such that this extension still solves (4.2) at every .t; �/ 2 .0; T / �
P2.M/ and at L d -a.e. q 2M.

Remark 5.2. Relying on the very same procedure as in Theorems 2.3 and 3.16, if
we assume higher regularity properties on the data (as H;L 2 C 4 with uniformly
bounded fourth-order derivatives, F ;U 2 C

3;1;w
loc and f; u0 2 C

2;1
loc ), one can

improve further the regularity of both u and U (as u 2 C
2;1
loc and U 2 C

3;1;w
loc ).

Such improvements would imply furthermore that one could have the vectorial
master equation satisfied for all q 2 M (rather than L d -a.e.). We do not pursue
the realistic goal of improving the regularity of u only to avoid writing a longer
paper.

Appendix A Hilbert Regularity Is Too Stringent
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for Rearrangement Invariant Functions

Let � 2 C 2.P2.M// and let z� 2 C 2.H/ be such that �.�/ D z�.x/ if � is
the law of x. Recall that

(A.1)
r2 z�.x/.h; h�/ D

Z
�

Dq

�rw�.�/� � x h � h� d!

C
Z
�2

r2
ww�.�/

�
x.!/; x.!�/

�
h.!/ � h�.!�/d! d!�

if �; �� 2 T�P2.M/ and h D � � x and h� D �� � x:
For k 2 N and g 2 C 2.Mk/, we define

z�.k/
g .x/ WD

Z
�k

g
�
x.!1/; : : : ; x.!k/

�
d!1 � � � d!k 8x 2 H

and

�.k/
g .�/ WD

Z
Mk

g.q1; : : : ; qk/�.dq1/ � � ��.dqk/ 8� 2 P2.M/:

Let Pk be the set of permutations of k letters. Replacing g by its symmetrization

zg.x1; : : : ; xk/ D
1

k�

X
�2Pk

g.x�.1/; : : : ; x�.k//;

we have z�.k/
g D z�.k/

zg . Therefore, there no loss of generality to assume g is sym-
metric.

We do not know how to write (A.1) for general h; h� 2 H n f� � x W � 2
T�P2.M/g: In some cases such as when z� D z�.k/

g for some smooth g, then (A.1)
extends to h; h� 2 H n f� � x W � 2 T�P2.M/g: This can be checked by hand by
writing the Taylor expansion of second order of

g
�
x.!1/C h.!1/; : : : ; x.!k/C h.!k/

�
:

Another example is when

(A.2) �.�/ D �

�
1

2

Z
M

jqj2�.dq/
�
8� 2 P2.M/;

and so z�.x/ D �
�
1
2
kxk2� 8x 2 H: Writing the second-order Taylor expansion,

we have

r z�.x/.h/ D � 0
�
1

2
kxk2

�
.x; h/

and

(A.3) r2 z�.x/.h; h/ D � 0
�
1

2
kxk2

�
khk2 C � 00

�
1

2
kxk2

�
.x; h/2 8x; h 2 H:

We conclude

(A.4) Dq

�rw�.�/� D � 0
�
1

2

Z
M

jqj2�.dq/
�
Id 8� 2 P2.M/
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and

r2
ww�.�/.q; b/ D � 00

�
1

2

Z
M

jqj2�.dq/
�
q
 b 8� 2 P2.M/ 8q; b 2 spt.�/:

Thus, when � is of the form (A.2), (A.1) continues to hold for all h; h� 2 H: Note
that the expression in (A.4) is constant on M: In fact, we shall see this is not a
coincidence, which is the aim of these notes.

Our goal is to show that if z� 2 C
2;�
loc

�
H
�
, then Dq

�rw�.�/�must be a constant
function on spt.�/. This will allow us to make inference about the dimension
of C 2;�

loc

�
H
� \ fz�.k/

g g for any natural number k. In conclusion, the set of z� 2
C
2;�
loc

�
H
�

may be too small in some sense and a theory of mean field games for
functions z� 2 C

2;�
loc

�
H
�

may be too restrictive. Hence, C 2;�;w
loc

�
P2.M/

�
(cf. def.

3.13) is a better space for a general theory.

LEMMA A.1. Let � 2 .0; 1� and assume z� 2 C
2;�
loc .H/ is rearrangement invari-

ant so that it is the lift of a function �: If (A.1) holds for all h; h� 2 H, then
Dq

�rw�.�/� is constant function on spt.�/.

PROOF. Let x 2 H and let � be the law of x. Fix an open ball B � H that
contains x and choose �B > 0 such that

(A.5)
�
r2 z�.x/ � r2 z�.y/

�
.h; h�/ � �Bkx � yk�

for all y 2 B and all h; h� 2 H such that khk; kh�k � 1:

Let % 2 C1
c .M/ be a probability density function whose support is the unit ball

in Rd : For ´; ´� 2 Rd unit vectors and for !; o 2 � , we set

h� D ´
p
%o� ; h�� D ´�

p
%o� ; %o� .!/ WD ��d%

�! � o

�

�
:

Let y 2 H have the same law with x. We have

(A.6)

�r2 z�.y/ � r2 z�.x/�.h�; h��/
D
Z
�

�
Dq

�rw�.�/��y.!/� �Dq

�rw�.�/��x.!/��h.!/ � h�.!/
C
Z
�2

�
r2
ww�.�/

�
y.!/; y.!�/

� � r2
ww�.�/

�
x.!/; x.!�/

��
h.!/ � h�.!�/d! d!�

D
Z
�

�
Dq

�rw�.�/��y.oC �a/
� �Dq

�rw�.�/��x.oC �a/
��
´ � ´�%.a/da

C �d
Z
�2

r2
ww�.�/

�
y.oC �a/; y.oC �b/

�
´ � ´�

p
%.a/%.b/da db

� �d
Z
�2

r2
ww�.�/

�
x.oC �a/; x.oC �b/

�
´ � ´�:

p
%.a/%.b/da db:
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Since z� 2 C 1;1.B/; r2
ww�.�/ is bounded, we use (A.6) to obtain that if o is a

Lebesgue point for
�
Dqrw�.�/

� � y and
�
Dqrw�.�/

� � x, then

lim
�!0

�
r2�.y/ � r2�.x/

�
.h�; h��/

D
�
Dq

�rw�.�/��y.o/� �Dq

�rw�.�/��x.o/��´ � ´�:
This, together with (A.5) implies that if y 2 B then

(A.7) jDq

�rw�.�/� � y.o/ �Dq

�rw�.�/� � x.o/j � �Bkx � yk�:
In the spirit of the proof of Lemma 3.11, set

�0 WD
�
! 2 � j ! is a Lebesgue point for x;Dqrw�.�/ � x

	 \ x�1.spt .�//:

Note that �0 is a set of full measure in � and so, x.�0/ is a set of full �-measure.
In fact, we do not know that x.�0/ is Borel, but we can find a Borel setA � x.�0/

of full �-measure.
Assume in the sequel that o 2 A and set q1 WD x.o/. Assume we can find xo 2 A

such that q2 D x.xo/ 6D q1: Let r > 0 small such that Br.o/ \ Br.xo/ D ¿. Set

Sr.!/ WD

8�<�:
!; if ! 2 � n �Br.o/ [ Br.xo/

�
;

! � oC xo; if ! 2 Br.o/;

! � xoC o; if ! 2 Br.xo/:
Since Sr preserves Lebesgue measure, x and y WD x � Sr have the same law �.
We notice

kx � yk2 D 2

Z
Br .o/

jx.!/ � x.! C xo � o/j2 d´
and so, for r small enough, y 2 B: By (A.7) implies��Dq

�rw�.�/�.q2/ �Dq

�rw�.�/�.q1/���
D
���Dq

�rw�.�/� � y.o/ �Dq

�rw�.�/� � x.o/���
� �B

�
2

Z
Br .o/

jx.´/ � x.´C xo � o/j2d´
��

2

:

We let r tend to 0 to conclude the proof. □

PROPOSITION A.2. For any � 2 .0; 1� and k 2 N, we have

dim
�
C
2;�
loc .H/ \ �z�g W g 2 C

2;�
loc .Mk/; kD2gkL1 <1	� <1:

PROOF. We aim to use Lemma A.1, since this asserts that Dqrw�g.�/.q/ is a
constant matrix C.�/ which depends only on �.

In particular, in the case of k D 1, we have Dqrw�g.�/.q/ D D2g.q/, and
this being constant implies that g is a polynomial of degree 2; so the claim follows.
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For k 2 N general we have

Dqrw�g.�/.q/ D
Z
Mk�1

D2
q1q1

g.q; q2; : : : ; qk/�.dq2/ : : : �.dqk/

C � � �
C
Z
Mk�1

D2
qkqk

g.q1; q2; : : : ; qk�1; q/�.dq1/ : : : �.dqk�1/:

In fact, by [21]

C.�/ D Dqrw�g.�/.q/

D k

Z
Mk�1

D2
q1q1

g.q; q2; : : : ; qk/�.dq2/ : : : �.dqk/(A.8)

D � � �
D k

Z
Mk�1

D2
qkqk

g.q1; q2; : : : ; qk�1; q/�.dq1/ : : : �.dqk�1/;(A.9)

�-a.e. For simplicity, let us set k D 2 (the proof of the result for general k 2 N
follows along the same lines). Let a 2 M and % 2 Cb.M/ be a fully supported
probability measure and let %� be its standard rescaled function. The measures
%�.q � a/ have the wholeM as their support, and soZ
M

D2
q1q1

g.q; q2/%�.q2 � a/dq2 D
Z
M

D2
q1q1

g.xq; q2/%�.q2 � a/dq2 8q; xq 2M:

Letting � tend to 0 we conclude

D2
q1q1

g.q; a/ D D2
q1q1

g.xq; a/:
In fact,

D2
q1q1

g.q; a/ D D2
q1q1

g.xq; a/ D D2
q2q2

g.a; q/ D D2
q2q2

g.a; xq/ D C.a/:

>From these arguments, one can conclude that both q1 7! D2
q1q1

g.q1; a/ and
q2 7! D2

q2q2
g.a; q2/ are constants for all a 2 M; therefore the q1 7! g.q1; a/

and q2 7! g.a; q2/ are polynomials of degree at most 2 for all a 2 M. By an
adaptation of the result of [18] we conclude that g needs to be a polynomial of
degree at most 2. The result follows. □

COROLLARY A.3. Similarly, for the example in (A.2), if z� 2 C
2;�
loc .H/, then by

Lemma A.1 and (A.4) we have that �.t/ D c0t for some c0 2 R.

The result from Proposition A.2 in case of k D 1 is the consequence of the
proposition below, where we show that assuming even only C 2 regularity (instead
of C 2;�) for functionals on H having local representations might result in triviali-
ties.

PROPOSITION A.4.

C 2.H/\�z�g W g 2 C 3.M/; kD2gkL1 <1; kD3gkL1 <1; D3g 6� 0
	 D ¿;
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and so

C 2.H/ \ �z�g W g 2 C 3.M/; kD2gkL1 <1; kD3gkL1 <1	
is a finite-dimensional space.

PROOF. For simplicity, let us suppose that d D 1 and so � D �0; 1�: The result
in higher dimensions follows from similar arguments.

For x; y 2 H we can write the following expansion for z�g :
(A.10)Z

�

g.y.!//d! �
Z
�

g.x.!//d! �
Z
�

g0.x.!//.y.!/ � x.!//d!

� 1

2

Z
�

g00.x.!//.y.!/ � x.!//2d!

D
Z
�

Z 1

0

Z 1

0

Z 1

0

t2sg000.x.!/C ts�.y.!/ � x.!///.y.!/ � x.!//3 d� ds dt d!:

By the assumptions on g000, there exist constants c0; c1, having the same sign, such
that on a bounded open interval c0 � g000 � c1. Without loss of generality, let us
suppose that this open interval is .�1; 1/ and 0 < c0 < c1.

CLAIM. The right-hand side of (A.10) is not of order o.kx�yk2/ when x � 0:

PROOF OF THE CLAIM. Let x.!/ D 0 and yn.!/ D !n for ! 2 � and n 2 N.
Then clearly kynk2 D 1

2nC1 ! 0 as n ! C1: We write the previous expansion
for yn and x. In particular, the remainder satisfies

(A.11)

c0

6

Z
�

y3n.!/d! �
Z
�

Z 1

0

Z 1

0

Z 1

0

t2sg000.ts�yn.!//y3n.!/d� ds dt d!

� c1

6

Z
�

y3n.!/d!:

We easily find
R 1
0 y3n.!/d! D 1

3nC1 . Therefore dividing (A.11) by kynk2 and
taking n!C1, we find

2c0

18
� lim

n!C1
1

kynk2
Z
�

Z 1

0

Z 1

0

Z 1

0

t2sg000.ts�yn.!//y3n.!/d� ds dt d! � 2c1

18
:

The claim follows and so does the thesis of the proposition. □

Appendix B Convexity Versus Displacement Convexity

B.1 Displacement convexity versus classical convexity
Using the terminology of [14], in this section will consider weakly Fréchet con-

tinuously differentiable functions V W P2.M/! R and denote their weak Fréchet
differentials as �V

��
W Rd � P2.M/ ! R: Let �1; � 2 C 2.M/ be functions of

bounded second derivatives such that �1 is even. Set

V1.�/ WD 1

2

Z
Rd

�1 � �.q/�.dq/; � 2 P2.M/
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and

V .�/ WD V1.�/C
Z
Rd

�.q/�.dq/; � 2 P2.M/:

Remark B.1. Recall from [14] that �V
��

is monotone if and only if V is convex
in the classical sense. Furthermore, the function V1 is a twice weakly Fréchet
continuously differentiable function, and

�V1
��

.q; �/ D .�1 � �/.q/; �V

��
.q; �/ D .�1 � �/.q/C �.q/;

and

�2V1
��2

.q; y; �/ D �2V

��2
.q; y; �/ D �1.q � y/:

LEMMA B.2. If we further assume �1 2 L1.M/, then �V
��

is monotone if and only
if the Fourier transform �1 is nonnegative.

PROOF. Denote the Fourier transform of �1 by y�1. Note that for any f 2
L2.M/, by Young’s inequality we have �1 � f 2 L2.M/, and so f .�1 � f / 2
L1.M/. By the Riemann-Lebesgue lemma, y�1 2 C0.M/. Furthermore, y�1 is even
and has its range contained in the set of real numbers. By Remark B.1 �V =�� is
monotone if and only if V1 is convex. Thus, using the expression of �2V1=��2

in Remark B.1, we conclude that �V =�� is monotone if and only if for any f 2
C.M/\L2.M/ such that

R
M
f .q/dq D 0 we have 0 � R

Rd .�1 � f /.q/f .q/dq:
Thanks to Plancherel theorem, �V =�� is monotone if and only if

0 �
Z
Rd

2�1 � f .�/ yf �.�/d� D
Z
Rd

y�1.�/ yf .�/ yf �.�/d� D
Z
Rd

y�1.�/j yf .�/j2 d�:

This concludes the proof of the lemma. □

LEMMA B.3. Assume � > 0, �1 2 .��=2; �=2/; � is �-convex, and �1 is �1-
convex. Then

(i) V is �-displacement convex, hence displacement convex, where � WD � �
2j�1j > 0:

(ii) If we further assume �1 is nonnegative, �1 � 1 on the unit ball, and
�1 � 0 outside the ball of radius 2 centered at the origin, then V fails to
be convex in the classical sense.

PROOF. (i) As above, denote the Fourier transform of �1 as y�1. Let us consider
� 2 AC2.0; 1IP2.M// to be a geodesic such that its velocity v is not identically
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null. Since kvtk�t is independent of t , it is then positive. We have

d2

dt2
V .�t / D

Z
M

D2�.q/vt .q/ � vt .q/�t .dq/

C
Z
M2

D2�1.q � w/vt .q/ � vt .q/�t .dq/�t .dw/

C
Z
M2

D2�1.q � w/vt .q/ � vt .w/�t .dq/�t .dw/

� �kvtk2�t C �1kvtk2�t � j�1jkvtk2�t � �kvtk2�t :
This completes the verification of (i).

(ii) Since �1 is even, the range of its Fourier transform is contained in the set of
real numbers (including negative ones). Assume on the contrary that the range of
y�1 is contained in �0;1/. By the Fourier inversion theorem we have for x 2M,

j�1.x/j D
���� Z
M

y�1.�/e2�ix��d�
���� � Z

M

j y�1.�/jd� D
Z
M

y�1.�/d� D �1.0/:

Since �1.x/ � 1 D �1.0/ on B1.0/, the ball of center 0 and radius 1, we must
have

(B.1) y�1.�/ cos.2�x � �/ � jy�1.�/j � y�1.�/ 8.x; �/ 2 B1.0/ �M:

Since �1 is not the null function, y�1 cannot be the null function. Choose �0 such
that y�1.�0/ > 0, and since y�1 is continuous, we can assume without loss of gener-
ality that �0 6D 0: By (B.1), cos.2�x � �0/ D 1 for all x 2 B1.0/, which yields a
contradiction. One concludes the proof of (ii) by Lemma B.2. □

B.2 Convexity versus displacement convexity of the action
Here we would like to emphasize the fact that imposing the joint convexity as-

sumption on the Lagrangian action, as in (H7), comes as a natural assumption
for displacement convex potential mean field games, which are considered in this
manuscript. We compare this to the more standard monotonicity assumption in
potential MFG.

Assume L;H 2 C 1.M � Rd / are such that H.q; � / and L.q; � / are Legendre
transforms of each other. We consider the actions

A T
0 .�; v/ WD

Z T

0

�Z
M

L.q; vt .q//�t .dq/CF .�t /

�
dt

over the set of pairs .�; v/ such that

(B.2) @t� Cr � .�v/ D 0 D 0�.0; T / �M�:
Recall that if we set rqf .q; �/ WD rwF.�/.q/ then f monotone means F is

convex.
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We can rewrite A T
0 .�; v/ in terms of the momentum by setting

xA T
0 .�; �/ WD

Z T

0

�Z
M

L
�
q;
d�t

d�t
.q/
�
�t .dq/CF .�t /

�
dt

over the set of pairs .�; �/ such that j�t j � �t and

(B.3) @t� Cr � � D 0 D 0�.0; T / �M�:
In fact, for each q 2 M we introduce the function xLq W R � Rd ! R [ f1g,

defined as

(B.4) xLq.�; e/ WD

8�<�:
�L.q; e

�
/ if � > 0;

0 if � D 0; e D E0;
C1 otherwise.

Here E0 WD .0; : : : ; 0/: Since Lq is homogeneous of degree 1, whenever � is a prob-
ability measure and �1; : : : ; �d are signed Borel measures, the following function
is well-defined:

.�; �/ 7! A.�; �/ WD
8<:
Z
M

xLq.�.dq/; d�/ if j�j � �;

C1 if j�j 6� �:

Let C be the set of .�; �/ such that � 2 AC2.0; T IP2.M// and t 7! �t 2
M .M/ � � � � � M .M/ is a Borel path of vector fields such that each one of its
d components is a signed Borel measure onM and

(B.5) @t� Cr � � D 0; D 0�.0; T / �M�:
We can now extend the definition of xA T

0 over C to obtain

xA T
0 .�; �/ WD

Z T

0

�
A.�t ; �t /CF .�t /

�
dt:

LEMMA B.4. If F is convex on P2.M/, then .�; �/ 7! A.�; �/CF .�/ is convex
(we do not assume L is jointly convex).

PROOF. It suffices to show that .�; �/ 7! A.�; �/ is convex. The proof of this
well-known fact can be found in [43, prop. 5.18]. □

Remark B.5. (i) Note that the classical theory of potential mean field games in
which it is assumed that f is monotone and L;H 2 C 1.M � Rd / are such
that H.q; � / and L.q; � / are Legendre transforms of each other, This ensures that
.�; �/ 7! A.�; �/CF .�/ is a convex function. Therefore, if we extend the defi-
nition of xA T

0 to obtain

xA T
0 .�; �/ WD

Z T

0

�
A.�t ; �t /CF .�t /

�
dt

over C , the action xA T
0 is a convex function in the variables .�; �/.
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(ii) When replacing the assumption of convexity on the action by an assump-
tion of displacement convexity, as it is done in this manuscipt, it seems natural to
impose that A T

0 .�; v/ is displacement convex on the set of pairs .�; v/ satisfying
(B.2). This means that

H �H 3 .X; V / 7!
Z
�

L.X; V /d! C zF .X/ is convex;

and thus the Lagrangian L is assumed to be jointly convex onM �Rd .

B.3 Convexity of f. � ; �/ is a consequence of the displacement convexity of
FFF

To study the scalar master equation, among others we have imposed the as-
sumptions (4.7) and (H10) on the functions f and F . As we have detailed in the
previous couple of lines, in our setting it is natural for the Lagrangian L to impose
joint �-convexity, and we impose that F is displacement �-convex. We show be-
low that in this sense, imposing (4.7), i.e. that f . � ; �/ is �-convex, is also natural,
and it is a consequence of the displacement �-convexity of F .

PROPOSITION B.6. Let F W P2.M/ ! R and f W M � P2.M/ ! R be of
class C 2 such that they are related via (H10). We assume that F is displacement
�-convex;M�P2.M/ 3 .q; �/ 7! DqrwF .�/.q/ D D2

qqf .q; �/ is continuous
and that for any K � P2.M/ compact, there exists C D C.K / > 0 such that
jD2

wwF .�/.q1; q2/j � C for any � 2 K and for any q1; q2 2 spt.�/.
Then, for any � 2 P2.M/, the function spt.�/ 3 q 7! f .q; �/ is �-convex,

i.e.,
D2
qqf .x; �/ � �Id 8 q 2 spt.�/:

PROOF. Let m 2 N and define F .m/ W .M/m ! R as

F .m/.q1; : : : ; qm/ WD F .�.m/q /:

By the assumptions on F , we have that F .m/ is twice differentiable on .M/m, and
by Lemma 3.6, it is �

m
-convex on .M/m. This means in particular that

D2F .m/.q1; : : : ; qm/ � �

m
Imd 8.q1; : : : ; qm/ 2 .M/m

or equivalently

a>D2F .m/.q1; : : : ; qm/a � �

m
jaj2md 8a 2Mm; .q1; : : : ; qm/ 2 .M/m;

where j � jmd stands for the standard Euclidean norm on Mm. For i 2 f1; : : : ; mg,
let us choose the vector a 2 Mm such that its coordinates between the indices
d.i � 1/ C 1 and di are not all zero, while all the others are zero. Then, the
previous inequality implies that

(B.6) D2
qiqi

F .m/.q1; : : : ; qm/ � �

m
Id 8.q1; : : : ; qm/ 2 .M/m:
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We also have (see, for instance, in [21, remark 3.5(iv)] that

mD2
qiqi

F .m/.q1; : : : ; qm/ D DqrwF
�
�.m/q

�
.qi /C 1

m
r2
wwF

�
�.m/q

�
.qi ; qi /;

8m 2 N; fq1; : : : ; qmg � spt.�mq /.
Let b 2M. By (B.6), one has that

b>DqrwF .�.m/q /.qi /b C 1

m
b>r2

wwF .�.m/q /.qi ; qi /b � �jbj2d ;
8m 2 N; fq1; : : : ; qmg � spt.�mq /: Now let us fix � 2 P2.M/ and q1 2 spt.�/.
For m � 2 a natural number, let qi 2 spt.�/, i 2 f2; : : : ; mg, and let us build
�
.m/
q WDPm

iD1 �qi , as an approximation of �.
We have that

b>DqrwF
�
�.m/q

�
.q1/b C 1

m
b>r2

wwF .�
.m/
1 /.q1; q1/b � �jbj2d :

Since K WD f�.m/q W m 2 Ng [ f�g is a compact set, by the assumptions we have
that r2

wwF .�
.m/
q /.q1; q1/ is uniformly bounded by a constant C D C.K / > 0

independently of m. By the continuity of DqrwF , one can pass to the limit in the
previous inequality to obtain

b>DqrwF .�/.q1/b � �jbj2d ;
and equivalently

b>D2
qqf .q1; �/b � �jbj2d :

By the arbitrariness of b 2 Rd and q1 2 spt.�/, the thesis of the proposition
follows. □

B.4 Failure of smoothness of solutions to the Hamilton–Jacobi equation for
monotone initial data

It is well-known in the theory of Hamilton–Jacobi equations on finite-dimensional
spaces that typically one cannot expect global existence of smooth solutions. This
led to the development of the notion of viscosity solution by Crandall–Lions and
Evans. We emphasize below that this phenomenon of existence of nonsmooth so-
lutions to Hamilton–Jacobi equations is also present on P2.M/:

Let us consider d D 1. Let L W R �R! R and � W R! R be defined as

L.q; v/ WD jvj2
2

; �.q/ WD �
q
1C q2:

Set

U�.�/ WD
Z
R

�.q/�.dq/; u�.q; �/ D �.q/; L .�; �/ WD
Z
R

L.q; �.q//�.dq/:

Note that U� is convex, and so u� is monotone.
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Let U W �0;1/�P2.R/ be the unique viscosity solution to the Hamilton–Jacobi
equation

(B.7) @tU C 1

2

Z
R

jrwU j2�.dq/ D 0; U .0; � / D U�:

Assume on the contrary that U is of class C 1. Then U must satisfy (B.7) point-
wise, and so its restriction defined as

u.t; q/ D U .t; �q/

must be a C 1 function satisfying

(B.8) @tuC 1

2
j@quj2 D 0; u.0; � / D �:

Thus,

(B.9) u.t; q/ D min
y

� jy � qj2
2t

C �.y/ W y 2 R
�
:

Given q, the minimum in (B.9) is attained by y such that

(B.10)
y � q

t
� yp

1C y2
D 0:

When q D 0, (B.10) has three solutions that are

y0 D 0; y1 D
p
t2 � 1; y2 D �

p
t2 � 1:

They produce in (B.9) the values

�1 and � t

2
� 1

2t
:

Therefore for t > 1, we have

u.t; 0/ D � t

2
� 1

2t
:

Since for i 2 f1; 2g we have

u.t; q/ � u.t; 0/ � jyi � qj2
2t

C �.yi / �
� jyi j2

2t
C �.yi /

�
D �yi � q

t
C jqj2

2t
;

�yi=t D �
p
t2�1
t

belong to the superdifferential of u.t; � / at q D 0. Thus, u.t; � /
is not differentiable at 0:

Appendix C Hamiltonian Flows and Minimizers
of the Lagrangian Action

Most of the results of this section are expected to be known in some communi-
ties. We include them here for the sake of completeness and because of a lack of a
precise reference.
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C.1 Hamiltonian flows on the Hilbert space
Throughout this subsection, we impose (H1)–(H6). Showing that the value func-

tion of our Hamilton–Jacobi equation is of class C 1;1 on the Hilbert space is the
starting point before improving the regularity property via a discretization method.
We underline that in Section 1.3, using ‘direct techniques’ relying on the convex-
ity of the Lagrangian action, we have shown already that the value function �U is
of class C 1;1

loc . In this section, we discuss the regularity properties of the infinite-
dimensional Hamiltonian flow (0.5), which could also be transfered to the value
function.

Let z�; z� W �0;1/�H! H be given by (0.6). Using (1.6) and the last inequality
in Remark 1.1 (iii), we have

(C.1)


�z�.t; x/; z�.t; x/�

C 1 � �qkxk2 C x�2.kxk2 C 1/C 1

�
ez�t

for any t > 0 and x 2 H. We can formulate the following result.

PROPOSITION C.1. Let t 2 .0; T /; � 2 P2.M/, and q 2 M: Suppose .tn/n �
�0; T � converges to t , .�n/n � P2.M/ converges to �, and .qn/n �M converges
to q. Then for every compact set K � �0; t/, we have

lim
n!1



S tn
s ��n�.qn/ � S t

s ���.q/



C.K/

D 0:

PROOF. To alleviate the notation, we set 
n.s/ WD S
tn
s ��n�.qn/: It is character-

ized by the property that

(C.2) u.tn; qn; �n/ D u0
�

n0 ; �

tn
0 ��n�

�CZ tn

0

�
L
�

n� ; P
n�

�Cf �
n� ; � tn� ��n�
��
d�;

with 
ntn D qn.
We assume without loss of generality that there exists r > 0 such that .�n/n �

Br and .qn/ � Br.0/: By Remark C.6 (ii)�
� tns ��n� W n 2 N; s 2 �0; tn�

	 � BeT .r/:

In light of Remark 4.8 (ii), we may apply the Ascoli–Arzelà lemma to obtain a
subsequence that we continue to denote as .
n/n which converges uniformly in
C.�0; t � ��IM/ for every � 2 .0; t/: We have 
 2 W 1;2.0; t IM/ and may also
assume .
n/n converges weakly to 
 in W 1;2.0; t IM/. We use (4.11) to obtain
that 
t D q: We would like to replace tn by t � �. Since the integrand there is not
known to be nonnegative, we use (H14) to write

u.tn; qn; �n/

D u0
�

n0 ; �

tn
0 ��n�

�C Z tn

0

�
�
� tn� ��n�

��j
n� j C 1
�
d�

� C
Z tn

0

�
L
�

n� ; P
n�

�C f
�

n� ; �

tn
� ��n�

� � �.� tn� ��n�/.j
n� j C 1/
�
d�:
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Thus, since all the integrands are nonnegative, we have

lim inf
n!1 u.tn; qn; �n/

� lim inf
n!1 u0

�

n0 ; �

tn
0 ��n�

�C lim inf
n!1

Z t��

0

�.� tn� ��n�/.j
n� j C 1/d�

C lim inf
n!1

Z t��

0

�
L
�

n� ; P
n�

�C f
�

n� ; �

tn
� ��n�

� � �
�
� tn� ��n�

����
n� ��C 1
��
d�:

We invoke the uniform convergence of .
n/n, the pointwise convergence of the
curves .� tn� ��n�/n provided in (C.7), and the convexity of the functions in (4.7) to
conclude that

lim inf
n!1 u.tn; qn; �n/ � u0

�

0; �

t
0���

�
C
Z t��

0

�
L
�

� ; P
�

�C f
�

� ; �

t
� ���

� � �.� t� ���/.j
� j C 1/
�
d�

C
Z t��

0

�
�
� t� ���

�
.j
� j C 1/d�:

We let � tend to 0 to conclude that

lim inf
n!1 u.tn; qn; �n/ � u0

�

0; �

t
0���

�C Z t

0

�
L
�

� ; P
�

�C f
�

� ; �

t
� ���

��
� u.t; q; �/:

Since Proposition 4.12 asserts that u is continuous, we infer

u.t; q; �/ D u0
�

0; �

t
0���

�C Z t

0

�
L
�

� ; P
�

�C f
�

� ; �

t
� ���

��
d�;

and so 
s � S t
s ���.q/:

In conclusion, we have proven that every subsequence of
�
S t
s ��n�.qn/

�
n

admits
itself a subsequence which converges uniformly on every compact subset of �0; t/:
This is enough to conclude the proof. □

PROPOSITION C.2. Let t > 0. Then the following hold:

(i) �.t; � / given in (0.5) is of class C 0;1
loc :

(ii) z�t W H ! H is a bijection and its inverse is zS t
0: For each natural number

m, z�t is a homeomorphism fM q W q 2 Mmg onto fM q W q 2 Mmg. This
means S t;m

s WMm !M
m is a homeomorphism.

(iii) zS t
s � z�t D z�s and zP t

s � z�t D z�s for s 2 �0; t �.
(iv) We haver �U .t; z�.t; � // D z�.t; � /: Furthermore, the vector fieldB in (1.28)

is a velocity for the flow z� in the sense that Pz� D rb �H .z�; zrU . � ; z�//
Remark C.3. Although z�t is a homeomorphism, let us underline that in Proposition
C.2(ii) we state that the image of fM q W q 2 Mmg through z�t is not an arbitrarily
closed space but is exactly fM q W q 2 M

mg. Such special vector spaces are
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mapped onto themselves. Otherwise, we would not be able to conclude that the
finite-dimensional ODEs are restrictions of the infinite-dimensional ones.

PROOF OF PROPOSITION C.2. (i) Since �H is of class C 1;1, � is Lipschitz-
continuous. Let �� be the Lipschitz constant of r �H . We have

Lip.�.t; � // � Lip.�.0; � //et��

for all t > 0. Here, Lip.�.t; � // stands for the Lipschitz constant of �.t; � /.
Since � satisfies (0.5), we conclude that � is of class C 0;1

loc :

(ii) Surjectivity. Given any x 2 H: Set ´ WD zS t
0�x� and define


.s/ D zS t
s �x�; b.s/ D ra zL .
.s/; P
.s//:

We have that .
; b/ satisfies the same system of differential equations as .z�; z�/ on
.0; t/. Furthermore, 
.0/ D ´ and

b.0/ D rbL . zS t
s �x�; @s

zS t
s �x�jsD0/ D r �U0.´/:

Thus, .
; b/ have the same initial conditions as .z�; z�/. Hence, conclude that 
 �
z�. � ; ´/ on �0; t �. In particular, x D zS t

t �x� D z�.t; ´/ D z�.t; zS t
0�x�/. This shows the

surjectivity property.
Injectivity. The above shows that zS t

0 is injective and z�.t; � / is its inverse. To
show that z�.t; � / is injective, it suffices to show that H is the range of zS t

0. Let
´0 2 H. Set x0 WD z�.t; ´0/ set


.s/ D z�.s; ´0/; g.s/ D z�.s; ´0/:
Then .
; g/ satisfies the same system of differential equations as

�0; t � 3 s 7! . zS t
s �x0�;

zP t
s �x0�/ on .0; t/.

We have 
.t/ D x0 and

g.0/ D z�.0; ´0/ D r �U0.´0/ D r �U0.
.0//:

Thus, .
; g/.s/ � . zS t
s �x0�;

zP t
s �x0�/ on �0; t �. In particular, ´0 D 
.0/ D zS t

0�x0�:

Thus, zS t
0 is surjective.

Continuity. Since z�t is a bijection of H onto H, (1.27) and the invariance of
domain theorem imply that z�t is a homeomorphism of fM q W q 2 M

mg onto
fM q W q 2Mmg.

(iii) By (ii)

zS t
0 � z�t D idH D z�0 and zP t

0 � z�t D r �U0

� zS t
0 � �t

� D r �U0 D z�0:
Since s 7! . zS t

s �z�t ; zP t
s �z�t / and s 7! .z�s; z�s/ satisfy the same system of differential

equations on .0; t/, we obtain the assertions in (iii).
(iv) We use first Proposition 1.5 (iv) and then (i) of the current proposition to ob-

tain that r �U .t; z�.t; � // D z�.t; � /: We use the identity Pz� D rb �H .z�; z�/ to conclude
the proof. □
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Remark C.4. (i) We notice that Proposition C.1, which imposes (4.7), allows us
to improve the continuity property of z�t and its inverse to the infinite-dimensional
space; i.e., this implies that z�t is a homeomorphism ofH onto itself.

(ii) We observe that by Proposition C.2(iv) we have that r �U .t; � / D z�.t; zS t
0���/,

and since both z� and zS t
0 are locally Lipschitz-continuous (by (i) of the previ-

ous proposition and Lemma C.7, respectively) we have that r �U .t; � / is locally
Lipschitz-continuous, just as in Section 1.3; by a different perspective one obtains
that �U .t; � / 2 C

1;1
loc .H/.

C.2 Flows onH and on PPP2.M/ and their properties
LEMMA C.5. Let x; y 2 H be such that ].x/ D ].y/: Then for 0 � s � t , we
have ]. zS t

s �x�/ D ]. zS t
s �y�/: As a consequence, given � 2 P2.M/, the following

measures are well-defined

(C.3) � ts ��� WD ]
� zS t

s �x�
�

where ].x/ D � depends only on � and is independent of the choice of x:

PROOF. Since ].x/ D ].y/; there exist Borel bijective maps Sn W �! � such
that (cf. [13, 32])

].Sn/ D ].S�1n / D L d
� ; lim

n!1 ky � x � Snk D 0:

Thus,

lim
n!1



 zS t
s �y� � zS t

s �x� � Sn


 D lim

n!1


 zS t

s �y� � zS t
s �x � Sn�



 D 0:

This proves

W2

�
]
� zS t

s �y�
�
; ]
� zS t

s �x�
�� D lim

n!1W2

�
]
� zS t

s �x� � Sn
�
; ]
� zS t

s �x�
�� D 0: □

Remark C.6. The following hold.
(i) By Proposition 1.5, there exists eT W �0;1/ ! �0;1/, monotone nonde-

creasing such that

 zS t
s �x�



; 

@s zS t
s �x�



 � eT .kxk/ 8s 2 �0; t �;8t 2 �0; T �:

(ii) By (i) �
� ts ��� W � 2 Br ; 0 � s � t � T

	 � BeT .r/:

(iii) By Proposition 1.5 again, there exists CT W .0;1/ ! .0;1/ monotone
nondecreasing such that

r �U .t; x/



 � CT .r/.1C kxk/; 8x 2 Br.0/;8t 2 �0; T �:

(iv) By Lemma 3.11, the regularity property obtained on �U in Proposition 1.5,
we have that U is differentiable. We use Proposition C.2 (iv) to conclude
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that .s; q/ 7! DpH.q;rwU .s; � ts ���/.q// is a velocity for s 7! � ts ���: In
other words

(C.4)
@s�

t
s ���Cr�

�
DpH

� � ;rwU
�
s; � ts ���

��
� ts ���

�
D 0 in D 0..0; t/�M/ � tt ��� D �:

LEMMA C.7. Suppose 0 < t � xt � T and r > 0: Then there exists a constant
C.r; T / monotone increasing in r such that the following hold:

(i) If x; y 2 Br.0/ then

 zSxts �x� � zS t
s �y�



 � eC.r;T /.t�s/
�jxt � t jeT .kxk/C kx � yk� 8s 2 �0; t �:

and 

 zSxts �x� � zSxtt �x�


 � .s � t /eT .r/ 8s 2 �t;xt �:

(ii) If �; � 2 Br then

(C.5) W2

�
�
xt
s ���; �

t
s ���

� � eC.r;T /.t�s/
�jxt � t jeT .r/CW2.�; �/

� 8s 2 �0; t �:

and

W2

�
�
xt
s ���; �

xt
t ���

�
� .s � t /eT .r/ 8s 2 �t;xt �:

PROOF. (i) Let x; y 2 Br.0/:
We have 

x � zSxtt �x�



 D 



 Z xt

t

@s zSxts �x�ds




 � Z xt

t



@s zSxts �x�

ds:
We use Remark C.6 (i) to infer

(C.6)


x � zSxtt �x�



 � jxt � t jeT .kxk/:
Set

h.s/ WD 1

2



 zSxts �x� � zS t
s �x�



 8s 2 �0; t �:

We have

h0.s/ D
Z
�

� zSxts �x� � zS t
s �x�

�
�
�
DpH

� zSxts �x�;r zU.s; zSxts �x�/
� �DpH

� zS t
s �x�;r zU.s; zS t

s �x�/
��
d!:

By the fact that DH is Lipschitz, we have���DpH
� zSxts �x�;r zU.s; zSxts �x�/

� �DpH
� zS t

s �x�;r zU.s; zS t
s �x�/

����2
� �20

��� zSxts �x� � zS t
s �x�

��2 C ��r zU.s; zSxts �x�/ � r zU.s; zS t
s �x�/

��2�:
We use Proposition 1.5 to obtain a constant C.r; T / which increases in r and such
that
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DpH
� zSxts �x�;r zU.s; zSxts �x�/

� �DpH
� zS t

s �x�;r zU.s; zS t
s �x�/

�



� C.r; T /k zSxts �x� � zS t

s �x�k:
This implies h0 � �2C.r; T /h, and so Grönwall’s inequality yields

h.s/ � e2C.r;T /.t�s/h.t/ 8s 2 �0; t �:

Thus,

 zSxts �x� � zS t
s �x�



 � eC.r;T /.t�s/


 zSxtt �x� � zS t

t �x�


 D eC.r;T /.t�s/



 zSxtt �x� � x


:

This, together with (C.6), implies

(C.7)


 zSxts �x� � zS t

s �x�


 � eC.r;T /.t�s/jxt � t jeT .kxk/:

We use arguments similar to the ones above to obtain

(C.8)


 zS t

s �x� � zS t
s �y�



 � eC.r;T /.t�s/kx � yk 8s 2 �0; t �:

We combine (C.7) and (C.8) to verify the first identity in (i). The second identity
follows from direct integration.

(ii) Let �; � 2 Br and choose x; y 2 H such that ].x/ D � and ].y/ D � and
W2.�; �/ D kx � yk. Since ]. zSxts �x�/ D �xts ��� and ]. zS t

s �y�/ D � ts ���, (i) implies
(ii). □

C.3 Proof of Proposition 1.5
Let y 2 Br.0/.
(i) By Remark 1.4, U .m/ is a viscosity solution to (1.20), and so the standard

theory of Hamilton–Jacobi equations in finite-dimensional spaces yields the point-
wise identity

U .m/.t2; q/ � U .m/.t1; q/ D �
Z t2

t1

H m
�
q;DqU

.m/.�; q/
�
d�

for q 2Mm: We use (1.10) to infer

�U .t2;M
q/ � �U .t1;M

q/ D �
Z t2

t1

�H
�
M q;r �U .�;M q/

�
d�:

By Proposition 1.3(ii), when r > 1, r �U is bounded on �t1; t2� � Br.y/. Observe
that r �U .�; � / is continuous when � 2 �t1; t2� and �H is continuous. Since

fM q W q 2Mm; m 2 Ng
is dense inH, (i) holds.

(ii) First, one obtains a finite number c.r; T / increasing in the variables r and T
such that

(C.9)
��zrU .t2; y/ � zrU .t1; y/

�� � 2c.r; T /jt2 � t1j:
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This together with the space Lipschitz property of r �U implies r �U is Lipschitz
on �0; T � � Br.0/. As a composition of locally Lipschitz functions, .�; x/ 7!�H .x;r �U .�; x// is Lipschitz on �0; T � � Br.0/. Hence since by (i) we have that
@t �U D � �H

� � ;r �U �
, we conclude @t �U is Lipschitz on �0; T � � Br.0/.

(iii)–(v) We refer the reader to [33]. □
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