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Bystanders Join In Cyberbullying on Social Networking Sites: The Deindividuation and Moral 

Disengagement Perspectives 

Abstract 

Cyberbullying on social networking sites (SNSs) escalates when bystanders join in the bullying. Although 

researchers have recognized the devastating consequences of joining in cyberbullying behaviors, little is 

known about the role of information technology (IT) and its underlying mechanisms in fueling such 

negative group behavior on SNSs. To address this research gap, we develop and test an integrative model 

that explains bystanders’ joining in cyberbullying behaviors on SNSs. Based on the theoretical premises 

of the social identity model of deindividuation effects (the SIDE model), we derive two deindividuation 

experiences enabled by SNSs, namely experienced anonymity and experienced social identity. We further 

use the social network research framework to gain insights into how IT features (i.e., digital profile, 

search and privacy, relational ties, and network transparency) enable these two deindividuation 

experiences. Considering the socially undesirable nature of joining in behaviors, we integrate the SIDE 

model with moral disengagement theory to explain how deindividuation experiences allow bystanders to 

bypass their psychological discomfort when engaging in such behaviors through the practice of moral 

disengagement mechanisms. Our research model is tested using a scenario survey, with two samples 

recruited from Amazon Mechanical Turk and Facebook. Our results support the influences of IT-enabled 

deindividuation experiences on bystanders’ joining in cyberbullying and demonstrate the mediating 

effects of moral disengagement mechanisms in bridging the effects of deindividuation experiences on 

joining in behaviors. For researchers, the integrative view offers a conceptual bridge connecting IT 

features, deindividuation, moral disengagement, and negative online group behaviors on SNSs. For 

practitioners, our findings provide platform owners and governmental agencies with directions on how to 

mitigate cyberbullying on SNSs and other forms of deviant and undesirable online group behaviors. 

Keywords: online harms, cyberbullying, social networking sites (SNSs), bystanders, joining in, 

deindividuation, anonymity, social identity, moral disengagement  



 

3 

1. Introduction 

As social networking sites (SNSs) have become an integral part of our personal and work lives, 

opportunities for and incidences of online harms have increased dramatically (Turel et al. 2019). 

Cyberbullying on SNSs refers to any form of aggressive, harmful behavior conducted by a group or an 

individual on an SNS repeatedly over time against targets who cannot easily defend themselves (Chan et 

al. 2021). Recent statistics show that 44% of the Internet users had experienced cyberbullying, 77% of 

which occurred on Facebook (ADL 2020). In particular, cyberbullying among individuals with purely 

virtual relations is increasing, with more SNS users being harassed by people they do not know offline. 

For example, in a 2018 survey, 53% of the respondents who stated that they had been harassed online 

reported not knowing their harasser in person (RAD 2018). Meanwhile, studies have identified a wide 

spectrum of negative consequences of cyberbullying-related victimization, which in extreme cases can 

lead to self-harming behaviors and suicide attempts (e.g., Longobardi et al. 2020). 

Cyberbullying on SNSs typically involves three types of actors: perpetrator, victim, and bystanders. 

With the unbounded connectivity and public nature of SNSs, bystanders’ joining in behaviors has become 

the invisible engine in the cycle of bullying. Bystanders are witnesses of cyberbullying incidences that 

they have not themselves perpetrated and by which they are not directly victimized (Twemlow et al. 

2001). Bystanders’ joining in behaviors in cyberbullying reinforces the abuse, exposes victims to a larger 

audience, and encourages further abuse by signaling their approval of the aggressive behavior. The recent 

tragedy of Hana Kimura, a cast member of the reality show Terrace House, has unfortunately morphed 

into an illustration of how bystanders’ joining in behaviors aggravates cyberbullying on SNSs. Hateful 

and malicious comments disseminated via SNSs exposed Kimura’s victimization to a larger audience and 

prolonged the abuse, leading to the victim’s death (Nagumo and Imahashi 2020). 

Cyberbullying on SNSs has attracted scholarly and public attention due to the devastating 

consequences of this behavior for individuals, society, and platform owners. Over the past decade, 

researchers from various disciplines (e.g., communication, education, psychology, computer science, and 

public health) have investigated cyberbullying on SNSs (e.g., Al-Garadi et al. 2019, Giumetti and 
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Kowalski 2022). Research on cyberbullying is also gaining attention in the information systems (IS) 

discipline (Chan et al. 2021), with a focus on perpetration (e.g., Lowry et al. 2016), victimization (e.g., 

Wright 2018), and bystanders’ proactive reporting behavior (e.g., Wong et al. 2021). However, scant 

scholarly attention has been paid to bystanders’ joining in behaviors in the IS literature. This is a critical 

omission because bystanders’ joining in behaviors is a theoretically distinct phenomenon from 

cyberbullying perpetration. Although the behavioral manifestations of bystanders’ joining in behaviors 

may appear similar to those of the perpetrators, a bystander who joins in cyberbullying does not initiate 

the perpetration and is usually driven by group pressure or expectation. More specifically, a bystander is 

not involved in creating the original cyberbullying post or identifying a target for perpetration; instead, 

the bystander only supports the perpetrators when the post appears on their newsfeed. Furthermore, while 

cyberbullying perpetration is primarily self-directed (i.e., perpetrators initiate abusive behaviors to pursue 

their agentic goals), bystanders’ joining in behaviors is largely group-directed (i.e., bystanders join in the 

abuse to pursue their communal goals (Salmivalli 2010)). Therefore, existing findings concerning the 

antecedents (e.g., aggressive dispositions) and theoretical foundations (e.g., crime opportunity theory) of 

cyberbullying perpetration may not be appropriate for explaining bystanders’ joining in behaviors. 

Bystanders’ joining in cyberbullying on SNSs refers to any behavior on an SNS by a bystander that 

builds upon the acts of the perpetrator and other aggressive bystanders and that intentionally or 

unintentionally hurts the victim or supports the bullies. Actions that manifest joining in cyberbullying on 

SNSs include, but are not limited to, giving a positive reaction (e.g., a Like) to a cyberbullying post or to 

other humiliating comments to support the bullies, sharing the post with other SNS users to hurt the 

victim, and leaving comments on the cyberbullying post that endorse the acts of the bullies or tease the 

victim. Understanding bystanders’ joining in behavior requires an adaptation of an online group-based 

theory that captures the dynamics induced by the social environment and situational cues within a group 

bullying context. 

In addition, research into bystanders’ joining in behaviors has predominately focused on cyberbullying 

among children and adolescents who know each other in the classroom. Hence, these studies have viewed 
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cyberbullying as an extension of school or playground bullying and have explained joining in behaviors 

based on bystanders’ offline relationship quality with the perpetrator and victim (Cao and Lin 2015). 

However, there is a need to derive alternative theoretical explanations for joining in behaviors among 

people with purely virtual relations on SNSs. Furthermore, studies have treated IT as a ‘black box’ or the 

research context without theorizing the effect of IT on bystanders’ joining in cyberbullying behaviors. IT 

features are technical design choices made by platform owners that render different interpersonal 

interaction experiences (Kane et al. 2014). Therefore, understanding the roles of IT and its impacts on 

user behaviors is of prime importance, as these features may unintentionally afford and lead to 

undesirable SNS uses. 

Against this backdrop, this study offers an integrative view of how IT influences bystanders’ joining in 

cyberbullying behaviors on SNSs. First, building on the theoretical premises of the social identity model 

of deindividuation effects (the SIDE model) (Postmes et al. 1998, Reicher et al. 1995, Spears and Postmes 

2015), we derive two deindividuation experiences enabled by SNSs, namely experienced anonymity and 

experienced social identity.1 The SIDE model is well-suited for the current study because it was 

purposively developed to understand group dynamics and behaviors in computer-mediated 

communication settings. The model permits understanding how IT-enabled deindividuation experiences 

influence bystanders’ behaviors in cyberbullying. We also draw on the social network research 

framework (Kane et al. 2014) to theorize how core IT features (including digital profile, search and 

privacy, relational ties, and network transparency) influence these deindividuation experiences. Finally, as 

joining in cyberbullying behaviors are socially undesirable, we incorporate moral disengagement theory 

(Bandura 2002, Bandura et al. 1996) into the SIDE model to capture the negative or undesirable aspects 

inherent in joining in behaviors. Given the paucity of research into bystanders’ joining in behaviors 

among people with purely virtual relationships and little or no real-world connections, we choose a 

scenario in which online interest group members joined in to harass a new member who seemed deviant 

 
1 Hereafter we use ‘experienced anonymity’ for ‘experienced anonymity enabled by SNSs’ and ‘experienced social 

identity’ for ‘experienced social identity enabled by SNSs.’ 
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from the group’s norms and values. The research model is tested using a scenario survey with two 

samples recruited from Amazon Mechanical Turk (MTurk) and Facebook, respectively.  

This study contributes to IS research in novel ways and offers managerial insights for platform 

owners. Although IS researchers have recently begun to examine cyberbullying (e.g., Akram et al. 2022, 

Chan et al. 2019, Lowry et al. 2016, Marshall and Chan 2021, Wong et al. 2021), little effort has been 

made to investigate bystanders’ joining in behaviors. Given the devastating consequences of such 

behaviors, we advance the IS literature by providing a rich theory of bystanders’ joining in cyberbullying 

behaviors on SNSs through the lenses of the social network, deindividuation, and moral disengagement 

literature. This integrative model provides a conceptual bridge connecting social network features with 

deindividuation experiences, which in turn, directly influence bystanders’ joining in behaviors or 

indirectly through moral disengagement mechanisms. Such a view echoes the sociotechnical perspective 

(Sarker et al. 2019) and enhances our theoretical understanding of the role of IT in fueling negative online 

group behaviors. It thereby generates interactional theoretical insights and makes a cross-disciplinary 

contribution to IS and cyberbullying literature (Tarafdar and Davison 2018). Furthermore, although SNS 

platform owners have taken initiatives to combat cyberbullying, the IS discipline has just started the 

conversation. Therefore, our integrative model enables IS researchers to comprehensively engage with 

their reference disciplines, address emerging societal issues, and advise platform owners regarding 

designs that can be implemented on SNSs to discourage cyberbullying behaviors. Thus, the findings of 

this study offer insights into the construction and maintenance of a safe, healthy, and sustainable online 

social environment.  

The remainder of this paper is organized as follows. In the next section, we review the research on 

bystander responses to cyberbullying and introduce the theoretical foundations explaining bystanders’ 

joining in behaviors on SNSs. We then discuss the proposed research model and develop the hypotheses. 

Next, we describe our research design and empirical results. Finally, we conclude the paper by discussing 

the implications for research and practice, the limitations of the study, and future research directions. 
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2. Research Background and Theoretical Foundations 

2.1. Bystander Responses to Cyberbullying 

Bystanders’ responses to cyberbullying can be broadly categorized as (i) defending the victim and 

confronting the perpetrator, (ii) ignoring the incident, and (iii) joining in cyberbullying. Each response is 

driven by distinct factors and psychological mechanisms. Table A1 of Online Appendix A summarizes 

the literature on bystanders’ responses to cyberbullying. 

In studying bystanders’ decision to defend the victim and confront the perpetrator, research has largely 

focused on the key steps specified in the bystander intervention model (Latané and Darley 1970). 

Perceived incident severity is one of the key factors influencing whether bystanders will take proactive 

actions to intervene (Bastiaensens et al. 2014, Koehler and Weber 2018). Specifically, the perception of 

severity promotes bystanders’ intention to defend the victim through the mediating mechanisms of an 

increased perception of the situation’s urgency and an increased feeling of personal responsibility 

(Obermaier et al. 2014). In addition, proactive personality traits (e.g., empathy; see Barlinska et al. 

(2018)) and positive social relationships (e.g., a close personal relationship between the bystander and 

victim; see Patterson et al. (2017)) increase the bystanders’ tendency to defend the victim. 

In contrast, research on bystanders’ decision to ignore an incident has found that the presence of a 

higher number of bystanders increases bystanders’ tendency to engage in passive observation (Brody and 

Vangelisti 2015), echoing the bystander apathy effect (Darley and Latane 1968). In addition, the 

characteristics of victims contribute to bystanders’ inaction either through victim facilitation or through 

victim provocation, as prescribed in victim precipitation theory (Tepper et al. 2006). For instance, the 

victims’ gender (Weber et al. 2019) and their information sharing behavior on SNSs (Schacter et al. 2016) 

have been shown to reduce bystanders’ decisions to intervene in a cyberbullying situation due to victim 

blaming (Holfeld 2014). 

Most published studies on bystanders’ decision to join in cyberbullying, reinforce the bullies and 

attack the victim have found that the qualities of the bystander–victim relationship influence bystanders’ 

joining in behaviors. This is not surprising given that most of this research has been conducted among 
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children in circumstances where the online relationship between the victim and bystanders was an 

extension of their offline relationship. For instance, Bastiaensens et al. (2014) found that bystanders were 

more likely to reinforce cyberbullying when they discovered that their good friends had reinforced the 

perpetrator’s behavior. In addition, situational cues, such as bystanders’ perception of injunctive norms 

that approve cyberbullying (Bastiaensens et al. 2016) and normative beliefs about aggression 

(Machackova and Pfetsch 2016), also predict joining in behaviors. For example, Jones et al. (2011) 

reported that identifying with the aggressive group members increased bystanders’ tendency to join in. 

Finally, regarding individual characteristics, empathy produces an inhibitory effect on joining in 

behaviors (Barlinska et al. 2013), whereas previous victimization and perpetration experiences drive 

bystanders to join in cyberbullying (Bastiaensens et al. 2016). Nonetheless, in existing studies of 

bystanders’ decision to join in cyberbullying, there is a lack of theoretical explanation of the drivers of 

bystanders’ joining in behaviors among people having pure virtual relations. It is unclear why and how 

bystanders join in the perpetrators to bully a victim who have little real-world connections with them on 

SNSs. For this reason, we draw on the literature on social networks, deindividuation, and moral 

disengagement to develop an integrative model that explicates bystanders’ joining in cyberbullying 

behaviors on SNSs. 

2.2. Toward an Integrative View of Bystanders’ Joining in Cyberbullying on SNSs 

We draw on the SIDE model (Postmes et al. 1998, Reicher et al. 1995, Spears and Postmes 2015), the 

social network research framework (Kane et al. 2014), and moral disengagement theory (Bandura 2002, 

Bandura et al. 1996) to develop an integrative view (see Figure 1) that connects IT features with 

deindividuation experiences on SNSs, which then directly influence bystanders’ joining in behaviors, or 

indirectly through the mediating effects of moral disengagement mechanisms.  
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Figure 1. An Integrative View of Bystanders’ Joining in Cyberbullying on SNSs 

2.2.1. The Social Identity Model of Deindividuation Effects (The SIDE Model) 

The SIDE model was specifically developed to understand media effects on online group behaviors and 

their underlying social psychological processes. Adopting a social identity and self-categorization 

approach (Tajfel and Turner 1986, Turner et al. 1987), the central premises of the SIDE model posit that 

the anonymous online environment suppresses the expression of individuality while accentuating the 

salience of social identity and supporting its expression, thus affecting group members’ attitudes and 

behaviors (Walther 2011).  

The SIDE model highlights two salient IT-enabled deindividuation experiences, namely experienced 

anonymity and experienced social identity (Spears and Lea 1994), that produce strategic and cognitive 

deindividuation effects and lead to online group behaviors. The strategic effect posits that online group 

behaviors are consequences of the opportunities enabled by anonymity to perform normative group 

behaviors or sometimes antisocial normative group behaviors that may otherwise be sanctioned or 

punished by authority figures. Hence, the strategic effect of the SIDE model explains “how [distinctive 

features of a communication technology] affect the ability to express identities in line with norms that 

might be sensitive to surveillance by the audience” (Spears and Postmes 2015, p. 33). Therefore, we argue 
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that experienced anonymity enabled by SNSs renders such strategic effect for bystanders’ joining in 

behaviors. The cognitive effect presumes that online group behaviors are consequences of the salience of 

social identity, which shifts the perception of identity from an individual to a group level and regulates 

individual behaviors with the associated group norms (Spears and Postmes 2015). Hence, the cognitive 

effect of the SIDE model explains “how distinctive features of a communication technology affect the 

salience and operation of a particular identity” (Spears and Postmes 2015, p. 33). Accordingly, we argue 

that experienced social identity enabled by SNSs renders such cognitive effect for bystanders’ joining in 

behaviors. 

Based on the above theoretical premises, we use the SIDE model to guide our theorization. We argue 

that IT features (i.e., digital profile, search and privacy, relational ties, and network transparency) have 

the potential to enable the two deindividuation effects prescribed by the SIDE model, which lead to 

bystanders’ joining in cyberbullying behaviors on SNSs. Specifically, we conceive that experienced 

anonymity allows bystanders to join in bullying even though such uninhibited and undesirable group 

behavior is subject to sanctions by authority; we also conceive that experienced social identity accentuates 

the values and beliefs exhibited by the group and focuses bystanders on salient norms manifest in the 

bullying situation. Hence, in an online interest group context, when members of the online group act as a 

group to bully one of the individuated members, bystanders (i.e., members of the group) will regulate 

their response by referencing the standard and expectation of the group and join in cyberbullying.  

2.2.2. The Social Network Research Framework and Deindividuation Experiences 

To derive richer insights into how IT enables the two deindividuation experiences, we draw on the social 

network research framework (Kane et al. 2014), which suggests that social interactions and outcomes on a 

social network (e.g., bystanders’ joining in cyberbullying) could be influenced by four core IT features 

afforded by the social network, namely digital profile, search and privacy, relational ties, and network 

transparency (boyd and Ellison 2007). These four features are related to two mechanisms that explain 

interpersonal outcomes on a social network, namely content and structure (Borgatti and Foster 2003). The 

digital profile and search and privacy features, which represent the content explanatory mechanism, 
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enable users to determine how digital resources are shared and accessed through a social network. The 

relational ties and network transparency features, which represent the structure explanatory mechanism, 

enable users to establish and manage their connections with others in a social network.  

We, thereby, argue that the digital profile and search and privacy features enable experienced 

anonymity. Experienced anonymity is defined as the extent to which bystanders perceive themselves and 

others as anonymous and non-identifiable in an online interest group on SNSs. For instance, the IT 

feature of ‘manage activity logs’ allows users to manipulate, alter, and hide the content created and 

determine their availability. In addition, the ‘search restriction’ feature enables users to determine who 

can view their profile and access the content they have contributed and allows users to also protect their 

content against discovery by search algorithms. These features allow users to manipulate their identities 

on the platform (i.e., the content explanatory mechanism). Specifically, when engaged in a particular 

behavior that potentially violates the publicly accepted norms, users could find these IT features enabling 

their engagement in deviant and sometimes harmful online group behaviors. The strategic advantages 

offered by experienced anonymity allow bystanders to join in cyberbullying—a socially unacceptable yet 

normative group behavior—without fearing potential sanctions from outgroup and governmental 

agencies. Empirical evidence showing the relationship between IT features of digital profile and search 

and privacy and experienced anonymity can be found in Table A2 of Online Appendix A.  

We further argue that relational ties and network transparency features enable experienced social 

identity. Experienced social identity is defined as a bystander’s self-concept that derives from their 

knowledge of membership in a social group, together with the value and emotional significance attached 

to that membership. For instance, the IT feature of ‘joining and managing groups’ enables users to define 

a list of others with whom they can view and track their connections and followers on the platform (e.g., a 

Facebook group enables users with shared interests to participate in group communication). In addition, 

the ‘people you may know’ feature suggests relationships that may be developed between individuals 

based on their network. These features allow users to join online groups with goals and values that match 

their own (i.e., the structure explanatory mechanism). While being part of a group, the experience of 



 

12 

social identity entices users to regulate their’ attitudes and behaviors based on the salient norms, beliefs, 

and values exhibited by the group on a social network. The cognitive reconsideration triggered by 

experienced social identity renders bystanders to join in cyberbullying, even when the act of behavior is 

deviant and harmful. Empirical evidence showing the relationship between IT features of relational ties 

and network transparency and experienced social identity can be found in Table A2 of Online Appendix 

A. 

2.2.3. Moral Disengagement Theory 

To offer a contextualized explanation of bystanders’ joining in behaviors on SNSs, we integrate moral 

disengagement theory (Bandura 2002, Bandura et al. 1996) with the SIDE model to explain how 

bystanders justify their detrimental joining in cyberbullying behaviors on SNSs through moral 

disengagement mechanisms. The SIDE model has been used to explain online group behaviors, 

independent of their positive or negative natures. For instance, the model has been used to explain posting 

supportive messages (Li and Zhang 2018) but also to explain cheating in online games (Chen and Wu 

2015). As bystanders’ joining in cyberbullying behaviors is detrimental, moral disengagement theory 

complements the SIDE model by accounting for the psychological tensions that bystanders may need to 

bypass when they are conscious of the negative impacts of joining in.  

Moral disengagement theory explains the psychological maneuvers through which individuals’ self-

regulatory mechanisms of moral agency are selectively disengaged to enable engaging in detrimental 

conduct without experiencing psychological tensions (Bandura 2002, Bandura et al. 1996). Bandura 

(2002) argued that individuals care about acting morally and behaving ethically, and such actions are 

regulated through exercising moral agency. Individuals obtain a sense of satisfaction and self-worth by 

engaging in behaviors consistent with their moral standards, whereas the reverse brings self-sanctions and 

induces psychological discomfort and cognitive dissonance. Nevertheless, the regulation of moral action 

does not operate as an invariant internal control system and is not impervious to environmental and social 

conditions. Bandura (2016) also emphasized that “the advent of the Internet ushered in a ubiquitous 

vehicle for disengaging moral self-sanctions from transgressive conduct. The Internet was designed as a 



 

13 

highly decentralized system that defies regulation. Anybody can get into the act, and nobody is in charge” 

(p. 68). In particular, the regulation of moral action can be deactivated to justify negative behaviors 

through four major psychological mechanisms: (i) reconstruing the conduct, (ii) obscuring personal causal 

agency, (iii) misrepresenting or disregarding injurious consequences, and (iv) vilifying the recipients of 

maltreatment. By activating moral disengagement mechanisms, individuals can justify their inhumane 

conduct and avoid self-sanctioning. Hence, moral disengagement theory offers a theoretical lens to 

explain how bystanders perform detrimental joining in cyberbullying behaviors by exercising various 

psychological maneuvers.  

3. Research Model and Hypothesis Development  

Based on the theoretical premises of the SIDE model and moral disengagement theory, we posit that 

experienced anonymity and experienced social identity exert direct effects on bystanders’ joining in 

cyberbullying. We also expect the two deindividuation experiences enabled by SNSs to exert indirect 

effects on bystanders’ joining in cyberbullying via the four moral disengagement mechanisms listed 

above. Figure 2 depicts the proposed research model. 
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Figure 2. Proposed Research Model 

3.1. Experienced Anonymity 

Subscribing to the content explanatory mechanism of the social network research framework and the 

strategic effect of the SIDE model, experienced anonymity enabled by SNSs offers strategic advantages 

for joining in cyberbullying. The effect of experienced anonymity is akin to the theoretical premises 

specified in classical deindividuation theory (Prentice-Dunn and Rogers 1989). Both theories predict that 

individuals who believe they are anonymous are more likely to engage in deviant and sometimes harmful 

group behaviors (e.g., joining in cyberbullying) because they will not be identified and apprehended. 

Nevertheless, while deindividuation theory asserts people are mindless crowds, the SIDE model argues 

that individuals are aware that their actions could go against the laws and regulations and socially 

accepted norms. Experienced anonymity, however, offers strategic advantages for individuals to engage 

in these behaviors. This is because being unidentifiable to platform owners, governmental agencies, and 

other general SNS users implies possibilities to escape from formal and informal sanctions. For instance, 

Prentice-Dunn and Rogers (1989) found that students identifiable to researchers were less likely to engage 

in cheating behaviors. Reicher and Levine (1994) reported that anonymous students were more likely to 

endorse deviant group behaviors. In our study, experienced anonymity is expected to reduce identification 

cues and enable bystanders to behave in ways that may be against publicly accepted norms and the rules 

of platform owners and governmental agencies. 

H1: Experienced anonymity is positively related to bystanders’ joining in cyberbullying on SNSs. 

3.2. Experienced Social Identity 

Based on the structure explanatory mechanism of the social network research framework and the 

cognitive effect of the SIDE model, experienced social identity enabled by SNSs shifts one’s attention 

from a personal to a social categorical level, leading to the prioritization of group beliefs and values and 

encouraging action consistent with the perceived stereotypic group norms. The cognitive considerations 

cause bystanders to regulate their behaviors by referencing the salient situational norm within the group 

(i.e., joining in cyberbullying) to meet the group expectation or avoid expulsion (Chen 2018). Studies 
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have shown that the online environment deters the expression and detection of individuality and 

accentuates group identity, especially when members are attached based on an interest in a particular 

topic and resource (Sassenberg 2002). For instance, Gaudette et al. (2021) found that members of the 

4chan /b/ discussion board who engaged in trolling behaviors held a strong sense of shared identity. The 

sense of collective identity on 4chan is so strong that users do not refer actions on the board as something 

individuals performed but instead express agency in the form ‘4chan did’ or ‘/b/ did.’ Bastiaensens et al. 

(2014) also reported that bystanders had significantly higher behavioral intentions to join in cyberbullying 

when they noticed that their group members had reinforced cyberbullying. In our model, experienced 

social identity regulates bystanders’ behavior such that they behave in ways that conform to the 

situational norms (i.e., joining in cyberbullying).  

H2: Experienced social identity is positively related to bystanders’ joining in cyberbullying on SNSs. 

3.3. Moral Disengagement 

3.3.1. Reconstruing the Conduct 

Reconstruing the conduct refers to the extent to which joining in is justified through the reconstrual of 

cyberbullying behavior. Such a disengagement practice includes euphemistic labeling, palliative 

comparison, and moral justification. In our study, we expect the two deindividuation experiences enabled 

by SNSs to influence bystanders’ joining in behavior on SNSs through reconstruing the conduct. 

Experienced anonymity enabled by SNSs lowers self-evaluation and evaluation apprehension 

(Postmes and Spears 1998). Bystanders with low self-awareness may believe that they are not 

accountable to other members and regard their joining in behaviors as not intended harm but ‘a harmless 

joke’ (Bauman and Newman 2013). For instance, SNS users tend to label cyberbullying euphemistically, 

and its reinforcement is an exchange of ‘banter’ (Steer et al. 2020). When bystanders are not aware of the 

seriousness of the joining in behaviors, they may justify their behavior by claiming that leaving an 

insulting comment online is less serious than insulting the individual in person. 

Experienced social identity enabled by SNSs prompts members to behave in ways that they believe 

will benefit their group (Louis et al. 2005). Hence, bystanders may portray joining in behaviors as a 
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means to serve the goals and reinforce the values of the group (i.e., a positive anticipatory outcome thats 

benefit the group). Indeed, when people are paired with a partner or assigned to a group, they rate the 

enactment of antisocial behaviors as more acceptable and experience less guilt (Behnk et al. 2017). 

Thornberg (2015) showed that perpetrators reconstrued a favorable identity for bystanders who joined in 

cyberbullying. Furthermore, group members believed that the group’s norms, rules, and moral standards, 

were superior to and more positive and correct than established social norms, eliciting the practice of 

moral justification (Alleyne et al. 2014). 

Taken together, reconstruing the conduct allows bystanders to relabel their harmful actions as benign 

by using sanitizing language or convoluted concepts (i.e., euphemistic labeling) to contrast harmful 

behavior with even more reprehensible acts to make it seem more acceptable (i.e., palliative comparison) 

and portraying harmful behavior as serving a socially worthy or moral purpose (thus considering it 

personally and socially acceptable; i.e., moral justification). Once the harmful nature of reinforcement is 

reconstrued, bystanders can join in cyberbullying without experiencing psychological discomfort. Studies 

have found a positive association between moral justification and bullying behaviors (DeSmet et al. 2016, 

Robson and Witenberg 2013). For instance, cognitive reconstrual has been found to be positively 

associated with assisting (e.g., forwarding the post) or reinforcing (e.g., adding nasty comments) 

cyberbullying among adolescent bystanders (DeSmet et al. 2016). 

H3: (a) Experienced anonymity and (b) experienced social identity is positively related to reconstruing 

the conduct. 

H4: Reconstruing the conduct is positively related to bystanders’ joining in cyberbullying on SNSs. 

3.3.2. Obscuring Personal Causal Agency 

Obscuring personal causal agency refers to the extent to which joining in is justified by denying personal 

agency for cyberbullying behaviors. Such a disengagement practice includes displacement of 

responsibility and diffusion of responsibility. In our study, we expect the two deindividuation experiences 

enabled by SNSs to influence joining in behavior on SNSs through the mechanism of obscuring personal 

causal agency. 
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Experienced anonymity enabled by SNSs reduces bystanders’ sense of individuality and divests them 

of personal responsibility for their behavior in cyberbullying (Valkenburg and Peter 2011). Bystanders 

may believe that their behaviors are not accountable to other SNS users or platform owners. They may 

even argue that it is the platform owner’s responsibility to maintain a healthy online space and moderate 

inappropriate posts. This displacement of responsibility reduces the negative affective state induced by 

cognitive dissonance (Gosling et al. 2006). Alternatively, bystanders may argue that it is the authorities’ 

responsibility to draw a clear line between acceptable and unacceptable behaviors on SNSs. Indeed, 

Patterson et al. (2016) reported that bystanders perceived a lack of established rules, authority figures, and 

formal reporting mechanisms online. By transposing the cause of their harmful behavior to authority 

figures, bystanders are spared from self-censure. Furthermore, experienced anonymity makes it 

challenging to assign responsibility for harmful content to a specific group member (Runions and Bak 

2015). 

Experienced social identity enabled by SNSs leads bystanders to view the online interest group as a 

collective decision-maker and actor rather than an idiosyncratic personal identity (Walther 2011). Being 

part of a group is a major expedient for engaging in detrimental collective behaviors (Bandura et al. 

1996). People behave more cruelly when they have the opportunity to attribute responsibility diffusely 

across a group rather than directly to one person (Bandura et al. 1975). In addition, the anticipated risk of 

formal sanctions and informal social costs associated with harmful behaviors decrease as group size 

increases (McGloin and Thomas 2016). Experienced social identity could lead bystanders to see 

themselves as interchangeable representatives of the online interest group on SNSs. This would help them 

deny their agentive role and attribute responsibility for harmful acts to the group (Anderson et al. 2014). 

A shared social identity also minimizes the psychological burden, such as regret, punishment, and stress 

(El Zein et al. 2019), resulting from any adverse outcomes of participating in negative collective 

behaviors.  

Taken together, obscuring personal causal agency allows bystanders to view harmful joining in 

behaviors as the responsibility of the platform owners (i.e., displacement of responsibility) and distribute 
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the accountability for behavior across other people (i.e., diffusion of responsibility). When their agentive 

role in the harm caused by cyberbullying can be obscured or minimized, bystanders can join in harmful 

behaviors without self-condemnation. Runions and Bak (2015) contended that the ‘social nature’ of SNSs 

enables the diffusion and displacement of responsibility, with SNS users tending to view any pernicious 

act on SNSs as being spread across several agents who each play only a small role. Robson and 

Witenberg (2013) also showed that the diffusion of responsibility increased cyberbullying among 

students. 

H5: (a) Experienced anonymity and (b) experienced social identity is positively related to obscuring 

personal causal agency. 

H6: Obscuring personal causal agency is positively related to bystanders’ joining in cyberbullying on 

SNSs. 

3.3.3. Misrepresenting or Disregarding Injurious Consequences 

Misrepresenting or disregarding injurious consequences refers to the extent to which joining in is justified 

through the ignorance, minimization, distortion, or disbelief of the harmful effects of cyberbullying 

behavior. In our study, we expect the two deindividuation experiences enabled by SNSs to influence 

joining in behavior on SNSs through the mechanism of misrepresenting or disregarding injurious 

consequences. 

Experienced anonymity enabled by SNSs lowers the threshold of self-evaluation and the standard for 

self-regulatory behaviors because bystanders are no longer being seen or identified by their interaction 

partners (Postmes and Spears 1998). The possibility enabled by IT to be invisible and unidentifiable, such 

as by using a fake profile photograph instead of an actual photograph of their life with family members, 

allows bystanders to easily discredit evidence of any harm they may cause through selective inattention 

and cognitive distortion, ignoring any injurious consequences of their joining in actions. 

Experienced social identity enabled by SNSs lures bystanders to focus on the social benefits of joining 

in cyberbullying (e.g., obtaining approval from and gaining prestige within the group) by avoiding or 

minimizing the recognition of harm. Roccas et al. (2004) showed that the feeling of guilt for misconduct 
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toward an outsider could be minimized when people are in a group. Social identity also reduces cognitive 

dissonance between personal norms and reflected group norms (Glasford et al. 2009). As a result, 

experienced social identity may encourage bystanders to misrepresent or disregard the victim’s suffering 

and engage in collective violence that aligns with the group norms (Leidner et al. 2010). Any evidence of 

harm when they join in attacking a victim could be discredited or ignored.  

Taken together, and consistent with DeSmet et al. (2016), we expect misrepresenting or disregarding 

injurious consequences to allow bystanders to join in cyberbullying by ignoring, minimizing, distorting, 

or disbelieving the harm that they are causing.  

H7: (a) Experienced anonymity and (b) experienced social identity is positively related to 

misrepresenting or disregarding injurious consequences. 

H8: Misrepresenting or disregarding injurious consequences is positively related to bystanders’ joining in 

cyberbullying on SNSs. 

3.3.4. Vilifying the Recipients of Maltreatment 

Vilifying the recipients of maltreatment refers to the extent to which joining in is justified through the 

defamation of cyberbullying victims. Such a disengagement practice includes dehumanization and the 

attribution of blame. In our study, we expect the two deindividuation experiences enabled by SNSs to 

influence joining in behavior on SNSs through the mechanism of vilifying the recipients of maltreatment. 

Experienced anonymity enabled by SNSs disinhibits bystanders from social expectations and 

standards and allows them to act apathetically toward the victim (Cheung et al. 2020, Diener and 

Wallbom 1976). Suler (2004) contended that users tend to engage in solipsistic introjection when they 

feel disinhibited; they consciously or unconsciously create and visualize communication partners within 

their intrapsychic world based on their expectations, wishes, and needs. Hence, it is reasonable to assume 

that bystanders who experience anonymity on SNSs can apathetically introject a negative image of the 

victim and attribute the blame for any harm suffered by the victim to their perceived or imagined 

characteristics. For example, research has shown that bystanders blame victims for being extroverted and 

disclosing too much information on SNSs (e.g., Schacter et al. 2016, Weber et al. 2013). 
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Experienced social identity enabled by SNSs encourages bystanders to delineate the boundaries of 

their social circle by excluding individuals who do not fit in. People tend to treat those in the same social 

circle (or those perceived as similar) with greater moral concern, thus empathizing with them if mistreated 

(Giner-Sorolla et al. 2012). In our study, we expect devaluing a victim as an outsider weaken bystanders’ 

empathetic and vicarious emotional reactions to the victim’s suffering (McHugo et al. 1982), thus 

justifying joining in behaviors. Indeed, dehumanizing people considered outsiders is among the most 

common forms of group dynamics (Harris and Fiske 2006). In the cyberbullying context, when 

bystanders observe members of the online interest group using derogatory stigmatizing labels to 

marginalize the victim and reinforce the group identity, they may have a greater tendency to blame the 

victim (Gini 2007) and consider it acceptable to treat the victim inhumanely (Waytz and Epley 2012). 

Taken together, vilifying the recipients of maltreatment enables bystanders to (i) deprive the victim of 

human qualities or attribute bestial qualities to the victim (i.e., dehumanization) and (ii) blame the victim 

for bringing suffering upon themselves or ascribe harmful conduct to circumstances beyond the 

bystanders’ control (i.e., attribution of blame). Studies have observed the attribution of the cause of 

bullying to deviant characteristics or behavior of the victims (e.g., Forsberg et al. 2014, Mooij 2011). For 

instance, Forsberg et al. (2014) found that bystanders defined victims as odd, stupid, or disturbing when 

justifying their bullying behavior through dehumanization and victim blaming. 

H9: (a) Experienced anonymity and (b) experienced social identity is positively related to vilifying the 

recipients of maltreatment. 

H10: Vilifying the recipients of maltreatment is positively related to bystanders’ joining in cyberbullying 

on SNSs. 

4. Research Method 

4.1. Research Design 

We developed an online survey to collect data for model testing using the scenario (vignette) technique. 

The technique facilitates discovering participants’ responses to hypothetical situations (Wilks 2004); it is 

not restricted to written texts but can also consist of images, videos, or other media (Hughes and Huby 
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2002). In this study, the hypothetical cyberbullying scenario included a short descriptive text and an 

image about a cyberbullying incident in an online interest group on an SNS. Given that online harassment 

related to physical appearance is one of the most common forms of cyberbullying (Pew_Research_Center 

2017), the descriptive text and image portrayed a scenario involving harassment of a target’s body image.  

The scenario involved the harassment of a new member by an anonymous perpetrator who is an 

existing member of an online interest group on Facebook and by other members of the same group. The 

group was originally set up for SNS users with shared interests to exchange information and engage in 

conversation related to fitness and exercise. The cyberbullying post concerned Pat (the victim), a new 

member who had just joined the fitness group, as shown in the bullying message ‘Our newbie Pat’ and the 

new member badge (i.e., a waving hand ) next to Pat’s screen name. The harassment was carried out 

by the interest group members using language intended to upset and disturb the victim. The attacks were 

unsolicited and perceived as hurtful by the victim, who had asked the bullies to stop. Such harassment 

manifests as cyberbullying because (i) the group displays a clear norm and unified intention to harm the 

new member; (ii) there is a significant power imbalance between existing members and the new member, 

in terms of the number of bullies and social power; and (iii) the harassment of the victim with offensive 

language by existing group members constitutes repetition (Chan et al. 2021). 

We created four posting scenarios by varying the gender of the victim (i.e., female or male) and the 

format of the post (i.e., text-only or text and image), while keeping the bullying message identical. This 

ensured a more generalizable representation of cyberbullying incidents occurring on SNSs. In addition, 

the four hypothetical posts were pre-tested with Facebook users to assess their naturalness and realism. 

The pre-test results indicated that the four posts were realistic and created arousal and that the messages 

to the victim were hurtful and negative. Online Appendix B provides the justification for using the 

scenario technique, and details of the development, validation, and pre-testing of the scenario. 

4.2. Questionnaire Design and Measures 

The questionnaire consisted of four parts. In the first part, after providing their consent to participate in 

the study, the participants were asked to answer three screening questions: (1) ‘Which social networking 
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platforms do you usually use? (Select up to three)’; (2) ‘Do you reside in the United States?’; and (3) ‘Are 

you a member of a Facebook fitness group?’ Screening Question 1 offered multiple social networking 

platforms. Only those participants who selected Facebook as one of their regular SNSs and answered 

‘Yes’ to the other two screening questions were allowed to proceed.2 Participants who did not meet the 

screening criteria were thanked and dismissed.  

In the second part, the participants were asked to provide details of the actual Facebook fitness group 

to which they belonged, including the group name and their experience in the group. The group name was 

subsequently integrated into the scenario and questionnaire to enhance realism.  

In the third part, the participants were given a textual description that set the scene for the 

cyberbullying incident. The scenario text portrayed a situation where the participants were browsing their 

Facebook newsfeed in their spare time and came across a post from their Facebook fitness group that 

caught their attention. The post was about Pat, a new member of the fitness group. The participants were 

told they had had no personal relationship or prior interaction with Pat since Pat had just joined the group. 

However, some fitness group members had already reacted to, left comments on, and shared the post. One 

of the four cyberbullying posts was then randomly presented to the participants. They were asked to pay 

attention to the post and read the comments attached to it. We did not hint at or use words related to 

cyberbullying in the instruction to minimize priming effects. Then, the participants were asked to describe 

what they had observed and how they felt in their own words. They were then asked to answer the 

questions related to the focal constructs. They were also asked whether they recognized that Pat (the 

victim) had asked the group members (the bullies) to stop and whether they felt that the post and 

interactions were hurtful, negative, arousing, and realistic.  

In the last part, the participants were asked to provide demographic information and answer questions 

related to control variables, social desirability, and a marker variable. They were then debriefed and 

thanked.  

 
2  Since the laws and norms regarding social media use and cyberbullying vary across different countries, 

participants from the same country were recruited to maintain the consistency (Lowry et al. 2016).  



 

23 

All the measurement items were adapted from previous research, with slight modifications to fit the 

current research context. The items for all constructs were measured on a seven-point Likert scale. 

Multiple items were used to evaluate each construct to ensure validity and reliability. We conceptualized 

all of the constructs as reflective using the criteria from the methodological literature (MacKenzie et al. 

2011, Polites et al. 2012). We also included three categories of control variables that may influence 

bystanders’ behavioral decisions, which consist of (1) demographic characteristics and general SNS usage 

and self-efficacy, (2) personality traits (i.e., empathy and self-presentation) and experience with 

cyberbullying perpetration and victimization, and (3) variables related to the Facebook fitness group (i.e., 

the experience in the group, and frequency of interaction with other group members). Online Appendix C 

presents the list of measurement items and the details of the measurement model specification. 

4.3. Data Collection 

We pre-tested the preliminary version of the full survey instrument for clarity and validity with a panel of 

six social science researchers. The panel members’ comments and feedback were considered when 

preparing the final version of the questionnaire. We then conducted a pilot test involving 255 SNS users 

recruited from MTurk to evaluate the flow and clarity of the revised questionnaire.  

The main study comprised two rounds of data collection. Invitations to participate in an anonymous 

online survey were posted on MTurk and Facebook. The main survey was accessible via the two 

platforms for one week in November 2020. The invitation to participate on MTurk was set up as a Human 

Intelligence Task (HIT) and was made browsable and searchable on the MTurk website. Workers who 

completed the survey questionnaire were compensated by the specified reward for participation in a HIT. 

The invitation to participate on Facebook was delivered as a Boosted Post promoted to Facebook users in 

the United States aged 18 years or older. Interested Facebook users clicked on the survey link listed in the 

post to complete the questionnaire and were entered into a lucky draw to win an Amazon e-gift card.  

During the survey period, 4,581 participants attempted the survey, and 2,272 passed the screening 

questions, of whom 1,577 participants completed the entire questionnaire. Responses were removed from 

the dataset if they (i) failed most of the attention-check questions or provided careless, random, or 
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haphazard responses; or (ii) failed to recognize that the victim had asked the bullies to stop. This left 

1,179 valid and complete responses for the subsequent analysis; 696 from MTurk and 483 from 

Facebook. Table D1 of Online Appendix D shows a detailed breakdown of the characteristics of the two 

samples and describes the details of our data collection approaches and measures taken to ensure data 

quality.  

5. Data Analysis and Results 

5.1. Preliminary Analyses 

We performed preliminary tests before assessing the measurement and structural models to detect 

Common Method Bias (CMB) and Social Desirability Bias (SDB). The results indicated that the two 

biases were not a major issue in this study (see Online Appendix E and F). We also tested whether there 

were any significant differences between the two samples. The results indicated that the two samples were 

comparable, with no significant differences between the two sets of participants (see Online Appendix G).  

5.2. Model Testing 

We validated the measurement and structural models using partial least squares (PLS) structural equation 

modeling. The SmartPLS 3.3.0 software package was used for the analysis. The PLS approach was 

chosen to test the research model based on methodological guidelines (see Online Appendix G). 

Following the two-step analytical approach (Hair et al. 2017), we performed a psychometric assessment 

of the measurement model, followed by an evaluation of the structural model, to ensure that the 

conclusions of the structural model were drawn from a set of measures with valid psychometric 

properties. 

5.2.1. Measurement Model 

The test of the measurement model involved estimations of the reliability, convergent validity, and 

discriminant validity of the measurement items. The reliability and validity testing results indicate that the 

measurement model’s psychometric properties were satisfactory (see Online Appendix G).  

5.2.2. Structural Model 
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We performed bootstrapping with 5,000 subsamples to test the significance levels of the path coefficients 

in the research model (Hair et al. 2017). Figure 3 shows the data analysis results.  

 

Figure 3. Results of Data Analysis 

Note 1. Non-significantns, p < 0.05*, p < 0.01**, p < 0.001*** 

Note 2. Results based on the combined sample are shown without brackets; those with the MTurk sample 

are shown in parentheses; and those with the Facebook sample are shown in square brackets. 

 

The coefficient of determination (R2) returned high values for the key focal constructs. In the combined 

MTurk and Facebook sample, the model explained 68.5%, 70.6%, and 67.9% of the variance in 

bystanders’ joining in cyberbullying, respectively. The results substantiate the predictive validity of the 

research model. The validity of the findings was also evaluated using the Q2 value. After running the 

blindfolding procedure with an omission distance D = 7, we obtained Q2 values well above zero for the 

dependent variables, indicating the predictive relevance of the research model. The path coefficients and 
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significance levels obtained indicate that most hypotheses were supported in the full model. In the 

combined and Facebook sample, only the relationship between experienced anonymity and bystanders’ 

joining in cyberbullying was non-significant (βCombined = 0.026, p > .05; βFacebook = 0.037, p > .05), whereas 

in the MTurk sample, only the relationship between experienced social identity and bystanders’ joining in 

cyberbullying was non-significant (βMTurk = 0.029, p > .05). In general, the empirical results supported the 

validity of the deindividuation and moral disengagement perspectives in understanding bystanders’ 

joining in behaviors. Self-presentation tendency was the only control variable that was significantly 

associated with bystanders’ joining in cyberbullying, and this was only observed in the combined sample 

and MTurk sample (βCombined = 0.057, p < .05; βMTurk = 0.073, p < .05). We explain the above results in 

detail in the discussion section. 

5.3. Post-Hoc Analysis 

5.3.1. Mediating Effects of Moral Disengagement Mechanisms 

We compared the path model estimates with and without the moral disengagement constructs. Online 

Appendix H shows the data analysis results (see Table H1). For the baseline model, the results indicate 

that experienced anonymity and experienced social identity were positively and significantly related to 

bystanders’ joining in cyberbullying. Regarding the full research model, we added the moral 

disengagement constructs as mediators of the relationship between experienced anonymity and 

experienced social identity and bystanders’ joining in cyberbullying. In the combined sample, the R2 

value increased from 53.1% to 68.5%, indicating a large effect size of the moral disengagement 

mechanisms as predictors of bystanders’ joining in cyberbullying (f2 = 0.489). In the MTurk sample, the 

R2 value increased from 54.2% to 70.6%, and in the Facebook sample, from 56.3% to 67.9%, also 

suggesting a large effect size of the moral disengagement mechanisms on bystanders’ joining in 

cyberbullying (f2 = 0.558 and f2 = 0.361, repsecitvely).  

We used the bootstrapping technique to assess the mediation effects of the moral disengagement 

mechanisms. Online Appendix H shows the results of the bootstrapping analyses (see Table H2a-c). The 
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results confirm the moral disengagement mechanisms as mediators of the effects of experienced 

anonymity and experienced social identity on the focal construct of bystanders’ joining in cyberbullying. 

We identified two interesting patterns across the MTurk and Facebook samples. In both samples, 

experienced anonymity and experienced social identity had significant effects on the four moral 

disengagement mechanisms, which in turn had significant effects on the likelihood that bystanders would 

join in cyberbullying. The indirect effects of experienced anonymity and experienced social identity via 

these mediator constructs were significant. Furthermore, in the MTurk sample, the relationship between 

experienced anonymity and bystanders’ joining in cyberbullying remained significant, suggesting partial 

(complementary) mediation of the moral disengagement mechanisms. However, the direct effect of 

experienced social identity on bystanders’ joining in cyberbullying was not significant, suggesting full 

mediation. In the Facebook sample, the relationship between experienced social identity and bystanders’ 

joining in cyberbullying remained significant, suggesting partial (complementary) mediation of the moral 

disengagement mechanisms. However, the direct effect of experienced anonymity on bystanders’ joining 

in cyberbullying was not significant, suggesting full mediation. 

Finally, we performed an additional analysis to compare the strengths of the moral disengagement 

mechanisms on bystanders’ joining in cyberbullying across the four cyberbullying posts; i.e., according to 

the gender of the victim (i.e., female or male) and the format of the post (i.e., text-only or text and image). 

Table H3 of Online Appendix H shows the results. The effects of moral disengagement mechanisms on 

bystanders’ joining in cyberbullying are consistent among the four posts. No significant difference was 

observed between the gender of the victim portrayed in the post or the format of the post. 

5.3.2. Role of IT on Deindividuation Experiences 

To further test our theorization of the influence of IT on deindividuation experiences, we examined the 

association between the four IT features and deindividuation experiences. Online Appendix H shows the 

measurement items (see Table H4) and their psychometric properties (see Table H5 and H6a-c). The data 

analyses indicated that digital profile (βCombined = 0.241, p < .001; βMTurk = 0.300, p < .001; βFacebook = 

0.176, p < .01) and search and privacy (βCombined = 0.225, p < .001; βMTurk = 0.274, p < .001; βFacebook = 
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0.140, p < .05) had significant and positive relationships with experienced anonymity, whereas relational 

ties (βCombined = 0.348, p < .001; βMTurk = 0.376, p < .001; βFacebook = 0.282, p < .001) and network 

transparency (βCombined = 0.256, p < .001; βMTurk = 0.257, p < .001; βFacebook = 0.183, p < .05) had 

significant and positive relationships with experienced social identity. These results provided further 

evidence regarding how IT features enable deindividuation experiences. 

6. Discussion 

6.1. Key Findings 

Our findings provide strong empirical support for our integrative view on bystanders’ joining in 

cyberbullying on SNSs, particularly for users with purely virtual relations (i.e., with little or no real-world 

connections). We illustrate the relevance of the SIDE model in providing an useful explanation of online 

group behaviors on SNSs, where both experienced anonymity and experienced social identity 

significantly influence bystanders’ joining in cyberbullying. The post-hoc analysis results also support our 

theory that IT enables the two deindividuation experiences. Specifically, digital profile and search and 

privacy, as presumed in the content explanatory mechanism in enabling users to determine the availability 

of information on the platform and to other users, lead to experienced anonymity. Relational ties and 

network transparency, as presumed in the structure explanatory mechanism in enabling users to establish 

and manage the connections between them and others in a social network, influence experienced social 

identity. The findings suggest that the social network research framework represents a parsimonious and 

legitimate framework for understanding the effects of IT on negative and undesirable interpersonal 

outcomes through connecting with the deindividuation perspective. 

In addition, we demonstrate the power of moral disengagement as a set of psychological mechanisms 

justifying the engagement in detrimental online group behaviors. All four moral disengagement 

mechanisms partially or fully mediated the influence of experienced anonymity and experienced social 

identity on bystanders’ joining in cyberbullying, indicating the deindividuation perspective is likely 

incomplete without the moral disengagement perspective. With partial mediation, the finding suggests 

that both the deindividuation experiences and moral disengagement mechanisms explain part of the 
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variance in bystanders’ joining in cyberbullying; whereas with full mediation, the finding suggests that 

the moral disengagement mechanisms fully capture the effects of the deindividuation experiences on 

bystanders’ joining in cyberbullying. The mediation effect suggests that the moral disengagement theory 

effectively complements the SIDE model by accounting for the psychological discomfort one might 

experience in participating in deviant and undesirable group behaviors when the deindividuation effect is 

insufficient to mobilize the enactment of such harmful behaviors. The results suggest that whilst IT plays 

a substantial role in enabling deindividuation, psychological mechanisms also contribute to the 

explanation of online harmful social behaviors, corroborating the sociotechnical perspective (Sarker et al. 

2019). 

The observed empirical findings were consistent across the four cyberbullying posts (i.e., between 

male or female cyberbullying victims and between text-only or text-and-image cyberbullying posts). 

These findings suggest that the conventional gender stereotype of female victims as more vulnerable than 

male victims may not hold in the digital space (Weber et al. 2013), especially in an online environment 

where bystanders have no prior interaction and have no knowledge of the victim. We, therefore, suggest 

that both male and female victims can be marginalized and disadvantaged in an anonymous online 

environment where social identity is salient (e.g., in an interest group or a political news thread setting). 

In addition, we find that regardless of their format, cyberbullying posts can be equally damaging by 

activating moral disengagement mechanisms. Specifically, for the text-only format, writing a harassing 

post in pure text involves minimal effort and might imply that it is an unintentional harmless joke. 

Bystanders might justify their joining in behaviors by reconstruing the conduct. For the text-and-image 

format, the image contained unfavorable cues for internal attribution (e.g., body image of the victim). 

Bystanders might justify their joining in behaviors by vilifying the recipients of maltreatment. With 

bystanders having no prior interaction with or knowledge of the victim, the victim could be easily 

discriminated against because of unfavorable visual cues that alienate them from the common basis of the 

online group. Based on these observations, we believe that moral disengagement theory offers a powerful 

theoretical explanation of bystanders’ joining in behaviors across various cyberbullying situations.  
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Our analysis also revealed a surprising finding regarding the relative effects of the two deindividuation 

experiences. The strength and effect of the two deindividuation experiences were influenced by the 

platform on which the data were collected. Specifically, after adding the moral disengagement constructs 

into the baseline model, the influence of experienced anonymity on bystanders’ joining in cyberbullying 

was significant only in the MTurk sample, whereas the influence of experienced social identity on 

bystanders’ joining in cyberbullying was significant only in the Facebook sample. A plausible 

explanation is that the participants recruited from MTurk might have had stronger and more concrete 

notions of anonymity (and weaker and more abstract levels of social identity) than those recruited from 

Facebook. This could be attributed to MTurk offering an additional layer of anonymity because of its 

nature as a third-party platform. The researchers did not have access to the participants’ personal 

information. In contrast, the participants recruited from Facebook were actively engaged in social 

networking activities before responding to the survey questionnaire. Accordingly, they produced a more 

concrete (and stronger) notion of social identity in response to the scenario. 

6.2. Implications for Research 

Our work is one of the first academic studies to provide a theoretical explanation of the drivers of 

bystanders’ joining in behaviors among people with purely virtual relations. We also explored the role of 

IT and theorized how it influences deindividuation and moral disengagement. The results advance the 

theoretical understanding of harmful group behaviors on SNSs in general and have several implications 

for research on cyberbullying, moral disengagement, and broadly the societal implications of information 

technology use. We expect this study to have four significant implications for IS research.  

First, this is one of the few studies that attempt to bridge the conceptual gaps between IT and 

deindividuation and delineate the underlying psychological mechanisms that drive bystanders’ joining in 

behaviors. It thus produces interactional theoretical insights that contribute to both the IS and 

cyberbullying literature (Tarafdar and Davison 2018). Specifically, we show that the two deindividuation 

experiences derived from the SIDE model are powerful antecedents of bystanders’ joining in 

cyberbullying on SNSs. As the SIDE model also opens to explaining prosocial online group behaviors, 
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we integrate it with moral disengagement theory to account for the underlying psychological tensions that 

may need to be bypassed for bystanders to justify their harmful behaviors. Furthermore, by bridging the 

IT features with the SIDE model, we provide preliminary evidence regarding how IT enables 

deindividuation. The integrative model, with its rich theorization, sheds light on factors influencing 

bystanders’ joining in cyberbullying and provides insights for future IS research examining how IT 

inhibits or disinhibits harmful online group behaviors. 

Second, we contribute to moral disengagement theory by improving its conceptualization and 

operationalization. Moral disengagement has often been conceptualized and operationalized as a 

unidimensional construct. It has been tested as such in prior cyberbullying research (e.g., Thornberg and 

Jungert 2013). However, our findings suggest that conceptualizing moral disengagement as a 

multidimensional construct could produce greater insights for formulating behavioral change 

interventions (DeSmet et al. 2016). Furthermore, an increasing number of studies have posited that the 

moral disengagement mechanism is triggered by specific circumstances or contextual factors (Moore et 

al. 2012). For instance, D'Arcy et al. (2014) found that security-related stress (i.e., overload, complexity, 

and uncertainty) activates moral disengagement to justify information security policy violations. We 

contribute to the moral disengagement literature by identifying the two deindividuation experiences as 

antecedents of moral disengagement in the social network context. As a result, it profoundly changes the 

current explanatory narrative of the antecedent, process, and causal mechanism of moral disengagement. 

Third, we contribute to the cyberbullying literature by considering the overlooked scenario in which 

individuals have purely virtual relations. As information technology has become a central part of 

everyday life, there are ample opportunities for individuals to meet strangers in virtual spaces and 

encounter cyberbullying among people whom they do not know well, if at all. Although studies have 

illustrated the relevance of offline bystander–victim/perpetrator relationships in predicting joining in 

behaviors, we shed light on the same behavioral manifestation among individuals with purely virtual 

relations. Our findings, therefore, suggest that bystanders’ joining in cyberbullying behaviors can be 

understood through the alternative lenses of IT-enabled deindividuation experiences and moral 
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disengagement, where the quality of relationships between the perpetrator, victim, and bystanders is non-

exist.  

Finally, we examine bystanders’ joining in cyberbullying using a scenario-based online survey, in 

which one of four cyberbullying scenarios was randomly shown to the participants. Given the complex 

dynamics and interpersonal relationships embedded in a cyberbullying incident, a scenario-based design 

is well suited for studying bystander behaviors. Such a technique controls the biases and confounding 

effects associated with recalling past cyberbullying experiences. For instance, this may include the 

varying intra- and inter-personal characteristics between the perpetrator, victim, and bystanders and the 

setting and cause of the cyberbullying incident. The scenario technique is preferable to the recall 

technique for studying complex sociotechnical phenomena when researchers’ interest is to delve into the 

effects of IT and the underlying social psychological mechanisms that drive specific individual and group 

behaviors. Our cyberbullying scenarios were carefully crafted to represent a common theme of 

cyberbullying incidents on SNSs and controlled for possible confounding effects. The key steps we took 

in developing, validating, and applying scenarios in our study could guide future cyberbullying research. 

6.3. Implications for Practice 

Our results suggest two pragmatic measures based on the deindividuation and moral disengagement 

perspectives that could be taken to reduce the negative behaviors of bystanders on SNSs. 

First, our research findings show that two IT features—digital profile and search and privacy— enable 

experienced anonymity. Hence, platform owners who wish to discourage bystanders from joining in 

undesirable activities may consider regulating how users could share and access digital resources in a 

social network. For instance, they may implement measures to permit only users who have registered the 

service with their real identities to join interest groups. With a link established between their online and 

offline identities, users will perceive a higher level of accountability for their actions when participating 

in an online discussion. The emphasis on accountability for their actions should induce greater self-

awareness and reduce the tendency to participate in an ‘emotional hit and run’ during online interactions. 

As a result, this potential measure prevents users from taking advantage of the platform’s anonymous 
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nature to harass group members, mitigating the unintended impact of IT features in luring harmful social 

interactions and outcomes on the SNSs. 

Second, our research findings show that the two other features—relational ties and network 

transparency—enable experienced social identity. Hence, platform owners should acknowledge the 

influence of social identity in igniting, driving, and prolonging detrimental online group behaviors. 

Although enhancing social interactions between different networks increases popularity and engagement 

across the site, not all interactions benefit users’ well-being or a platform’s sustainability. Hence, platform 

owners who wish to discourage bystanders from joining in undesirable activities may consider regulating 

how users could develop and maintain their connections in a social network. SNS users who ignite 

conflicts and abuses on the social network should be restricted by algorithms that limit their visibility or 

ability to develop connections in the social network. Reducing the spread of malicious content across 

these connections mitigates the harm to the victim by discouraging like-minded offenders from taking 

advantage of the platform’s connectivity to form alliances and create an imbalance of power that 

disadvantages the victim. In addition, platform owners can reduce cyberbullying by monitoring what is 

mentioned and shared between connections and working closely with users who have reported 

inappropriate posts to moderate localized content. 

Third, our findings reveal the detrimental role of moral disengagement mechanisms in justifying 

bystanders to join in cyberbullying on SNSs. Criminalizing cyberbullying would make it more difficult 

for bystanders to reconstrue the conduct by minimizing the gray areas in which they can apply 

euphemistic labeling or palliative comparisons to downplay the inappropriateness of joining in behaviors. 

Governmental agencies should indicate that users who assist and reinforce cyberbullies will be held 

accountable for inappropriate online group behaviors to reduce the use of obscuring personal causal 

agency. The certainty and severity of punishment for any inappropriate behaviors on SNSs should be 

emphatically articulated to reduce misrepresentation or disregard for injurious consequences. Less 

punitively, governmental agencies should develop educational programs to promote netiquette and 

individuals’ knowledge of responsible IT use. Educational institutions could offer empathy training 
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programs to help individuals understand the suffering of cyberbullying victims and mitigate the practice 

of vilifying the recipients of maltreatment. 

6.4. Limitations and Future Research Directions 

Our study has some limitations that suggest promising research opportunities. First, although our results 

support an association between the two SNS deindividuation experiences and bystanders’ joining in 

cyberbullying on SNSs, such effects may vary across social network platforms and cyberbullying 

behaviors. Specifically, the network structure and composition of a particular SNS may alter the 

relationships between anonymity, social identity, and bystanders’ joining in cyberbullying and trigger 

different moral disengagement mechanisms in specific types of cyberbullying (e.g., harassment, 

denigration, outing, trickery, and exclusion). Future research is recommended to explore context-specific 

platform variables unique to each platform (e.g., public vs. private networks and networks with strong vs. 

weak ties) and examine their moderating effects on joining in cyberbullying behaviors to derive more 

fine-grained insights. Furthermore, we only measured the users’ perceptions of IT features through a 

scenario study. Future research could adopt an experimental design to examine how features of SNSs 

induce deindividuation experiences in a more controlled laboratory setting. 

Second, we used a scenario survey to test the research model. However, our scenarios only represented 

a particular cyberbullying situation, in which existing members of an online interest group showed their 

disapproval of a new member based on their body image. The scenarios also constrained the relationship 

between perpetrator, victim, and bystanders, such that the bystanders did not have prior interactions with 

or prior knowledge of the victim. Although such a setting is realistic and common on SNSs, it would be 

beneficial for future research to create other cyberbullying scenarios, test the bystanders’ responses, and 

identify the boundary conditions of the deindividuation and moral disengagement perspectives. For 

instance, future research could consider creating a different group dynamic toward the victim among the 

existing members, introducing various levels of relationship among the perpetrator, victim, and 

bystanders (e.g., good, bad, and neutral), and manipulating the nature of the online group (e.g., a public 

group vs. a private group). Future research could also consider motivational factors that influence 
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bystanders’ willingness to join in cyberbullying, such as perceived threats from the bullies if the 

bystanders decided to go against the group norms or remain silent, or perceived retaliation from the 

victim if the bystanders chose to join in. Factors that motivate or inhibit one from joining in cyberbullying 

may be worth further exploration to fully understand the dynamics that influence joining in decisions. 

Third, future studies could benefit from using longitudinal surveys and ethnographies to triangulate 

our findings. A longitudinal survey would allow researchers to understand the long-term effects of IT use 

on deindividuation, moral disengagement and harmful IT use in general, and a participatory approach, 

such as ethnography, would allow researchers to understand how the prior and current relationships and 

interactions between the perpetrator, victim, and bystander affect joining in behaviors. 

Fourth, the research model was tested using participants from the United States recruited via MTurk 

and Facebook. Although such a design ensures consistency in terms of the laws and norms regarding SNS 

use and cyberbullying, the generalizability of the findings beyond the United States adult population 

remains uncertain. Future research could test the research model in a broader population and other 

cultures. For example, given the prevalence of digital access, it is not uncommon for the elderly to 

experience cyberbullying. Therefore, future research is recommended to empirically test this research 

model on SNS users of other age groups to evaluate the extent to which the results obtained here can be 

generalized. Additionally, it would also be worth comparing the effects of anonymity, social identity, and 

moral disengagement on joining in behaviors in nations with different predominant cultural orientations 

(e.g., individualism vs. collectivism, masculinity vs. femininity, and indulgence vs. restraint). 

7. Conclusion  

Drawing on the SIDE model, moral disengagement theory, and the social network research 

framework, we developed and tested a research model explaining what makes bystanders join bullies in 

attacking a victim in an online interest group on an SNS. Using two samples recruited from MTurk and 

Facebook, our research model explained a substantial variance in bystanders joining in cyberbullying. 

Our findings highlight the key role of IT features, deindividuation experiences, and moral disengagement 

in shaping such harmful online group behavior. The results have significant implications for research on 



 

36 

the adverse and unintended use of information technology and provide pragmatic guidance for platform 

owners and governmental agencies in enhancing platform sustainability and formulating intervention 

measures. 
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