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Significant progress has recently been made in calculating muon stopping sites using density functional 
theory. The technique aims to address two of the most common criticisms of the muon-spin spectroscopy 
(μ+SR) technique, namely, where in the sample does the muon stop, and what is its effect on its local 
environment. We have designed and developed a program called MuFinder that enables users to carry out 
these calculations through a simple graphical user interface (GUI). The procedure for calculating muon 
sites by generating initial muon positions, relaxing the structures, and then clustering and analysing the 
resulting candidate sites, can be done entirely within the GUI. The local magnetic field at the muon site 
can also be computed, allowing the connection between the muon sites obtained and experiment to be 
made. MuFinder will make these computations significantly more accessible to non-experts and help to 
establish muon site calculations as a routine part of μ+SR experiments.
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Nature of problem: To automate the process of calculating muon stopping sites using density functional 
theory, thereby making these calculations accessible to non-experts.
Solution method: A Python-based graphical user interface (GUI) through which users can calculate muon 
stopping sites using the structural relaxation method. The program makes use of newly-developed 
algorithms for generating candidate initial muon positions and for clustering muon positions obtained 
from the structural relaxations. Analysis of the muon sites, including calculation of the local dipolar 
magnetic field, is also possible within the GUI.
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1. Introduction

Muon-spin spectroscopy (μ+SR) is an experimental technique 
in which spin-polarised muons are implanted in a sample [1]. The 
subsequent precession and relaxation of the muon-spin polarisa-
tion provides information about the local static and dynamical 
magnetic fields present at the muon implantation site. The combi-
nation of the muon’s gyromagnetic ratio γμ = 2π ×135.5 MHz T−1

and its mean lifetime τ = 2.2 μs makes it highly sensitive to ex-
tremely small magnetic fields and thus very useful for the study 
of small moment magnetism. Other areas where μ+SR has en-
joyed great success include the study of the vortex lattice in the 
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mixed phase of type II superconductors [2] and the study of the 
behaviour of isolated hydrogen impurities in semiconductors [3], 
where the muon acts as an experimentally accessible analogue of 
a proton impurity. Two of the most fundamental limitations of this 
technique are the lack of knowledge of the muon stopping site, and 
the uncertainty surrounding the degree to which the muon distorts 
its local environment. In some cases it has been possible to deter-
mine the muon stopping site experimentally: through the angular 
dependence of the muon frequency shift in an applied field [4–6], 
level-crossing resonances [7,8] or from the entanglement between 
the muon’s spin and the spins of a small number of surround-
ing nuclei [9,10]. The subset of systems for which each of these 
approaches are applicable is limited and they therefore do not rep-
resent general methods for muon site assignment. However, there 
has recently been significant progress in calculating muon stopping 
sites using ab initio methods, particularly with density functional 
theory (DFT), a procedure which has been come to be known as 
DFT+μ (see Ref. [11] for a review). Knowledge of the muon stop-
ping site can allow one to constrain the sizes [12] and/or directions 
[13] of ordered moments, or to fit experimental data to models 
that depend quantitatively on the local environment of the muon 
[14,15].

There are two distinct approaches that have been used to deter-
mine muon stopping sites. In the Unperturbed Electrostatic Poten-
tial (UEP) method, the electrostatic potential of the host crystal is 
calculated using DFT. For a positively charged defect such as μ+ , 
the minima of the electrostatic potential are candidate stopping 
sites. This method has been found to give a good approximation 
for the muon stopping site in metallic systems [16–18], where 
screening of the μ+ charge prevents strong bonding. However, 
for covalent or ionic systems, such as insulating fluorides [19,14], 
it is found that the stable muon sites do not generally coincide 
with the minima of the electrostatic potential as a result of the 
strong muon–lattice interactions in these systems [11]. Moreover, 
the UEP method cannot be used to determine stopping sites for 
muonium (the bound state of a muon and an electron) as, being 
electrically neutral, there is no reason why it should necessarily lo-
calise in an electrostatic minimum. An alternative approach based 
on structural relaxations provides a more robust method of de-
termining muon stopping sites. Here, the muon (modelled as a 
light proton) is placed in randomly-chosen low-symmetry sites in 
the structure and all of the ions are then allowed to relax. This 
is more computationally expensive than the UEP method, as each 
initial muon position requires a geometry optimisation calculation. 
The computational cost is increased further by the fact that this 
approach often requires the use of a supercell in order to min-
imise the interaction of the muon with its periodic images. In a 
μ+SR experiment muons are implanted in the ultradilute limit, so 
muon–muon interactions never take place, and hence our simu-
lations must reflect this. A strength of the structural relaxation 
approach is that it allows the muon-induced distortions of the 
host crystal to be evaluated, with these potentially having a sig-
nificant effect on the response of the muon to the system under 
study. A particularly striking case is that of Pr-based pyrochlores, 
where the anisotropic distortion field induced by the muon splits 
the crystal field levels of Pr3+ , resulting in a muon response that 
is dominated by the distortion it induces, rather than the intrinsic 
properties of the sample [20]. On the other hand, muon-induced 
distortions in the spin ladder compound (Hpip)2CuBr4, determined 
using DFT, are thought to be responsible for the sensitivity of the 
muon to the underlying magnetic state of the system [21]. Knowl-
edge of the muon stopping site (obtained from either approach) 
makes it possible for μ+SR measurements to provide estimates for 
magnetic moment sizes or to compare different candidate mag-
netic structures, with a notable success being the determination of 
the helical [22] and conical [23] phases of MnSi.
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In addition to many convincing applications of DFT+μ, research 
has been done into making these techniques more accessible to 
experimentalists, who might lack proficiency in carrying out elec-
tronic structure calculations. This includes investigating the use 
of lower-level approximations to DFT, such as Density Functional 
Tight Binding (DFTB), to reduce the computational expense [24]
and the development of scripts and utilities to facilitate these cal-
culations, such as those in the Muon Spectroscopy Computational 
Project software suite [24]. However, work still remains to lower 
the barrier to entry for being able to perform these calculations 
and hence establish them as a routine part of carrying out a μ+SR 
experiment.

Here we introduce MuFinder, a program that facilitates the 
process of calculating muon sites using the structural relaxation 
method by allowing these calculations to be run through a graphi-
cal user interface (GUI), which can also be used to calculate the 
dipolar magnetic field at the obtained sites. MuFinder has al-
ready been used successfully to determine muon stopping sites 
in a variety of systems, in each case significantly enhancing the 
interpretation of the experimental μ+SR results. For the skyrmion-
hosting systems Cu2OSeO3 and CoxZny Mn20−x−y , the calculated 
muon sites were used to obtain the distributions of internal field 
expected for the skyrmion lattice and surrounding phases [25]. In 
the kagomé antiferromagnet Zn-barlowite, DFT calculations of the 
muon site enabled the interpretation of the μ+SR spectra in terms 
of the formation of both μ+–F and μ+–OH complexes [26]. For 
the transition metal dichalcogenide 1T-TaS2, the muon sites, calcu-
lated using MuFinder, provided insight into the sensitivity of the 
muon to the magnetic states of adjacent layers [27].

These techniques have also been successfully applied to molec-
ular magnets, such as the staggered spin chain material [pym-
Cu(NO3)2(H2O)2] [28], with the complicated structures of these 
systems, containing many atoms, often leading to large numbers 
of candidate muon sites. Muon site calculations on several super-
conductors [29] were able to rule out the possibility of the time-
reversal symmetry breaking detected in μ+SR being an artefact of 
muon-induced distortions, which had been a longstanding concern 
in this field.

This paper is structured as follows: In section 2 we summarise 
the principles behind the design of the program; in section 3 we 
introduce new algorithms for determining and analysing muon 
stopping sites that are implemented in MuFinder; in section 4 we 
demonstrate the usage of the program through the example of cal-
culating muon sites in CoF2. Finally, in section 5 we summarise 
the benefits of the program and suggest avenues for future devel-
opment.

2. Design principles

The continuing growth of computational methods in physics 
has also prompted the development of software packages to act 
as front ends for many of these codes, to make these approaches 
accessible to a wider range of researchers. Many of these pack-
ages take the form of Python libraries, as the Python programming 
language is increasingly popular, due to it running on all oper-
ating systems and having an easy to read syntax. For example, 
the Atomic Simulation Environment (ASE) [30], which is written 
in Python, provides a powerful means to manipulate, analyse and 
visualise atomic structures, and provides the basis for more spe-
cialised packages. These include the Soprano library [31] for han-
dling collections of structures and the MuESR [32] library for cal-
culating the local magnetic field at a muon site. The existence of 
these specialist packages, combined with many of the other useful 
libraries available made Python the ideal programming language 
for developing our program.
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Fig. 1. The workflow for a muon site calculation using MuFinder.

MuFinder is a Python-based program that builds upon previ-
ously developed of methods for calculating muon stopping sites 
using DFT [11,33] by providing a GUI that aims to enable non-
experts to carry out these calculations. It is designed to facilitate 
the following workflow (illustrated in Fig. 1): firstly, given a crys-
tal structure, candidate structures consisting of a muon embedded 
in the structure are generated; these structures are then relaxed, 
with MuFinder providing tools to run these calculations either lo-
cally or on a remote computing cluster; the relaxed structures are 
then analysed to identify distinct stopping sites; finally, the dipolar 
field at the muon stopping sites can be calculated if required. The 
MuFinder GUI [Fig. 2 (left)] comprises four tabs, with each tab cor-
responding to a step in this workflow. The user works their way 
along these tab from left to right in order to determine and then 
analyse the muon stopping sites. The contents and operation of 
each tab is explained in section 4.

Simplicity and ease of use was at the forefront in the design 
of MuFinder. The user needs only provide the structure of their 
system, which is done by supplying data in the format of a Crys-
tallographic Information File (CIF) [34] file; no other input files are 
required. MuFinder provides an intuitive interface for configuration 
of the parameters for DFT calculations, with appropriate default 
values for this type of calculation. For more advanced users, it is 
also possible to manually edit the contents of the DFT input files 
via a text window accessible through the GUI. The MuFinder ap-
plication is not computationally intensive and can easily be run on 
a laptop, for example. The computational expense is dominated by 
the DFT geometry optimisation calculations required to determine 
candidate muon sites. We note that while MuFinder is written us-
ing Python, the user can interact with MuFinder solely through the 
GUI once the program is installed, so no prior knowledge of pro-
gramming in Python is required.

MuFinder uses the CASTEP [35] electronic structure code to 
carry out geometry optimisation calculations. CASTEP is a fully-
featured plane-wave basis set DFT code that is particularly user-
friendly, owing to its very understandable syntax for input and 
output and sensible default values for input parameters. An exist-
ing CASTEP installation is required, and this can be installed either 
locally or on a remote machine. While only the CASTEP electronic 
structure code is currently supported, we note that ASE provides 
Python wrappers to a large number of codes including other plane-
wave basis-set DFT codes such as Quantum ESPRESSO [36,37] and 
VASP [38], Gaussian based electronic structure codes such as Gaus-

sian [39] and the DFT-based tight binding code DFTB+ [40], the 
latter of which has been shown to be a less expensive method 
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(using more severe approximations) for determining muon sites in 
organic molecular crystals [24]. As the analysis tools in MuFinder 
work with ASE Atoms objects it will be straightforward to expand 
the program to work with a wider range of electronic structure 
codes.

3. Algorithms

3.1. Initial position generation

In the structural relaxation approach to calculating muon stop-
ping sites, the possibility of multiple local minima in the potential 
energy surface for the muon requires a number of initial muon 
positions to be sampled to successfully identify all of the distinct 
candidate sites. Each of these initial muon positions must be re-
laxed and hence the computational cost increases linearly with the 
number of initial positions. Thus it is important to be able to gen-
erate sets of initial positions that effectively sample the potential 
energy landscape while minimising the number of initial positions 
(and hence geometry optimisation calculations).

The algorithm used by MuFinder for generating initial muon 
positions is based on the one described in Ref. [33] and is as fol-
lows:

1. Generate random positions within the conventional unit cell.
2. Accept each position if it and its symmetry equivalent positions 

are all:
(i) at least rmuon away from the other muon positions and

(ii) at least ratom away from all of the atoms in the cell.
3. Repeat until nrejected new positions are rejected.

The number of initial structure generated will depend on rmuon
and ratom, with smaller values leading to a greater number of 
structures. The choice of the muon–muon distance rmuon is dic-
tated by the expected shape of the potential energy surface for the 
muon. For a surface with a large number of minima, finer sampling 
of the unit cell will be required to successfully locate all of these 
minima. The muon–atom distance ratom should be chosen to ex-
clude unphysical situations where the muon sits very close to an 
atom in the structure. The MuFinder default value ratom = 1.0 Å, 
being the typical μ+–O bond length [41,42], is chosen as it is ex-
tremely unlikely for a muon to sit much closer to an ion than this. 
A novel feature of the algorithm used by MuFinder to generate ini-
tial muon positions (not contained in the algorithm in Ref. [33], for 
example) is the consideration of symmetry-equivalent positions, 
which can significantly reduce the search space of the unit cell 
that needs to be sampled. As the multiplicity of a generic position 
in the unit cell under the symmetry operations of crystal’s space 
group is the same (provided it is not a high-symmetry point, which 
is extremely unlikely, i.e., occurs with zero probability, for a ran-
domly generated position), the positions generated represent an 
unbiased sampling of the unit cell. This is important if one wishes 
to make inferences about the basin of attraction of each muon site 
from the number of initial structures that relax into this site. In-
creasing the number nrejected of new positions that can be rejected 
before terminating the algorithm results in a set of muon positions 
that fills more of the space available in the crystal structure, at 
the expense of generating a larger number of initial positions that 
will not be used in the calculations. A value nrejected = 30 is cur-
rently used by MuFinder. Larger effective values of nrejected can be 
achieved by running the algorithm multiple times and appending 
the additional initial positions generated each time. Users requiring 
an extremely thorough sampling of the unit cell can run the algo-
rithm many times until it continues to return no additional initial 
positions. After generating a set of initial muon positions according 
to this algorithm, structures comprising the host structure and an 
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Fig. 2. A screenshot of the MuFinder program, demonstrating initial muon position generation. Left: the main GUI window. Right: initial muon positions in a 2 ×2 ×2 supercell 
of CoF2 visualised using ASE’s GUI, which is built into the program.
implanted muon can be prepared for use as inputs for geometry 
optimisation calculations.

3.2. Clustering algorithm

After carrying out the structural relaxations, one is left with 
a candidate muon site corresponding to each initial muon posi-
tion. However, it is unlikely that every initial position will lead 
to a distinct stopping site in the final structure. A method for 
clustering the resulting sites in order to identify a smaller set of 
distinct muon sites is therefore required. The clustering algorithm 
used in MuFinder uses ideas from graph theory. To generate a 
graph for a set of relaxed muon positions ri , we first construct a 
distance matrix D, where the component Dij is the minimum dis-
tance between muon sites i and j, taking into account symmetry-
equivalent positions, or, more formally,

Dij = min
T

|ri − T r j|, (1)

where T are elements of the undistorted pristine crystal’s space 
group, i.e., translations, rotations, and other crystallographic sym-
metry operations. We then define a graph adjacency matrix A, 
where

Aij =
{

1 i �= j, Dij < dmax,

0 otherwise,
(2)

with dmax being a user specified distance used to determine 
whether any two muon sites are connected. The matrix A defines a 
graph where the muon sites represent nodes and if Aij = 1, there 
is an edge between nodes i and j whereas if Aij = 0 there is none. 
Clusters of distinct sites correspond to the connected components 
[43] of this graph, determined using the NetworkX library [44]. 
4

Fig. 3. A sample graph comprising a set of nodes (which could each represent a 
muon stopping site) connected by (undirected) edges. The graph can be separated 
into three component subgraphs (coloured red, green and blue) in which any two 
nodes within the subgraph are connected to each other by paths, with no paths be-
tween nodes belonging to different subgraphs. These are the connected components 
of the graph. (For interpretation of the colours in the figures, the reader is referred 
to the web version of this article.)

A connected component of an undirected graph is a subgraph in 
which any two nodes are connected to each other by at least one 
path, and whose nodes are connected to no other nodes in the rest 
of the supergraph (see Fig. 3). As seen in Fig. 3, it is not necessary 
for each node in a component to be directly connected to each 
other node in the same component. This can be helpful in cases 
where the potential energy landscape for the muon has broad min-
ima. Depending on the force tolerance used in the calculations, the 
shallow gradient of the potential near such a minimum could re-
sult in a number of seemingly final muon positions around the 
true minimum, which are not all within dmax of each other, but 
are spread out more widely. However, for two sites at the ex-
tremities of this single minimum it should be possible to form 
a path between them using other sites that relaxed towards the 
same minimum, assuming a sufficiently dense sampling of candi-
date muon sites. For sites belonging to distinct potential minima, it 
should not be possible to form a connected path between them in 
this manner and hence the connected-component algorithm will 
correctly identify them as being distinct.
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Fig. 4. Schematic indicating the unit cells included in the dipolar sums and the Lorentz spheres (red) for each of the calculations used to obtain the dipolar field corrected 
for muon-induced distortions. Shaded cells correspond to the relaxed, muon-distorted geometry obtained from muon site calculations whereas empty cells are undistorted, 
pristine-crystal cells.
The distance dmax is specified by the user, with no a priori op-
timal value, though in most cases 0.2 < dmax < 1 Å will produce 
sensible results. In practice, the user will vary dmax until they 
get a satisfactory clustering. If dmax is very large then all of the 
muon positions will be connected and the algorithm will return 
only a single cluster. Conversely, a very small dmax will lead to a 
large number of sparsely populated clusters that will not only be 
unwieldy to carry forward for future analysis, but might not ac-
tually be physically meaningful, being, perhaps, merely an artefact 
of poor DFT force convergence around one or more shallow poten-
tial minima, as mentioned above. Sets of clusters that are stable 
over a wide range of dmax are preferable, as these correspond to a 
set of clusters that are well-separated and do not omit any sites at 
their peripheries. Once the muon sites have been divided into sen-
sible distinct clusters, the space group symmetry operations of the 
crystal can be used to bring the relaxed muon positions as close 
as possible to the position of the lowest energy muon site within 
the same cluster. This results in a ‘clumping’ of muon positions in 
space and can make it easier to visualise the distinct clusters found 
by the algorithm.

Candidate muon stopping sites have previously been clustered 
using k-means clustering [33], which, while removing the need for 
specifying a distance tolerance such as dmax, requires the user to 
specify the number of expected clusters. Our method has more in 
common with the hierarchical clustering method, also described in 
Ref. [33], that iteratively clumps together points until the shortest 
distance exceeds a user-defined tolerance parameter. In fact, the 
hierarchical clustering method actually represents just an alterna-
tive algorithm for finding the connected components of a distance 
graph and would thus yield clusters identical to those produced 
by MuFinder, if the same metric (Eq. (1)) was used to assign 
distances to pairs of muon sites when constructing the distance 
graph (Eq. (2)). However, as an algorithm for finding connected 
components of a suitable distance graph, the hierarchical cluster-
ing method, which is essentially Kruskal’s algorithm for finding a 
minimum spanning forest [45], suffers from inefficiencies due to 
the fact that unnecessary information about the minimum span-
ning forest is implicitly generated when it is run and subsequently 
discarded from the final result. The approach used by MuFinder 
instead explicitly identifies the problem of finding the clusters of 
stopping sites as being equivalent to finding the connected compo-
nents of the distance graph and can thus make use of algorithms 
designed specifically for this narrower purpose [45,43]. We note 
that in both of these previous examples, each of the muon sites 
is characterised by its total energy and a collection of Steinhardt 
bond order parameters [46], rather that its position within the unit 
cell as is done in MuFinder. These bond order parameters are able 
to identify equivalent local environments for the muon at different 
points in the unit cell; a similar feat is achieved by MuFinder by 
instead considering symmetry-equivalent positions within the unit 
cell. We do not cluster the sites according to energy, as this has 
been found to discriminate between sites in some cases, especially 
for molecular systems with complex potential energy landscapes 
5

[21], where sites of the same type can have a wide range of en-
ergies that overlap significantly with those of sites that are clearly 
crystallographically distinct.

3.3. Correcting dipolar fields for distorted structures

In most cases the atomic distortions induced by the muon are 
short-ranged and persist over only a few angstroms [19]. A good 
approximation to the magnetic moments seen by the muon can 
therefore be obtained by embedding a relaxed supercell contain-
ing the muon within a matrix of undistorted unit cells. Provided 
the supercell used for structural relaxation was sufficiently large, 
any crystallographic distortions outside of the simulated super-
cell should be small enough to neglect. Calculating the dipolar 
magnetic field at the muon site due to a moment distribution con-
structed in this manner is achieved by splitting the dipolar field 
into three components

B = Bf,undist + Bs,dist − Bs,undist, (3)

where Bf,undist is the full undistorted dipolar field calculated for a 
large number of unit cells (sufficiently large to ensure convergence) 
and is what is returned by carrying out a calculation assuming an 
undistorted crystallographic structure, i.e., before introducing the 
muon. Bs,dist and Bs,undist represent the local dipolar fields due 
to only the magnetic moments within the simulation supercell for 
the distorted and undistorted supercells, respectively. Thus the dif-
ference between these two terms gives the correction to the total 
dipolar field, Bcorr = Bs,dist − Bs,undist, due to the fact that the ions 
in the simulation supercell are displaced by the presence of the 
muon. This procedure is illustrated by the schematic in Fig. 4. Note 
that the Lorentz field is a property of only the magnetic moments 
outside the Lorentz sphere [47], which is larger than the simula-
tion supercell in all cases. This means that the Lorentz fields of the 
B and B f,undist contributions are the same, since we assume that 
magnetic moments outside the simulation supercell, and thus also 
outside the Lorentz sphere, are left unchanged. Furthermore, in the 
case of Bs,dist and Bs,undist contributions there is no Lorentz field 
due to outside moments, since the fields are calculated from all of 
the supercell magnetic moments.

For Bs,dist and Bs,undist only the moments in a single supercell 
are included and thus the system is no longer periodic. The super-
cell is recentred on the muon by translating individual magnetic 
ions by Bravais lattice vectors, such that the distances between the 
muon and each of the translated ions corresponds to the shortest 
possible distance within the periodic structure. This is also done 
for an undistorted supercell of the same size to allow a direct com-
parison within Bcorr. A complication can arise if the displacements 
of the ions are such that they cross the boundary of this recentred 
cell, which results in an anomalously large change in their posi-
tions when compared to the undistorted cell. To account for this 
possibility, each of the ions in the undistorted cell are translated 
by lattice vectors such that they are as close as possible to the 
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corresponding ion in the distorted cell. This method is only im-
plemented for commensurate magnetic structures, for which the 
magnetic unit cell can be fit inside the simulation cell. However, 
it can be extended to incommensurate structures in principle by 
considering the full B from Eq. (3) corresponding to all of the 
magnetic moment configurations in the unit cell generated by the 
propagation vector.

4. Usage

In this section we demonstrate the usage of MuFinder, by con-
sidering the example of μ+ in the insulating fluoride CoF2. The 
muon sites in this system were previously calculated in one of the 
earliest DFT+μ calculations [19], with fluorides being ideal sys-
tems to study in this context because the calculated site(s) can 
be verified experimentally by observing the characteristic F–μ–F 
oscillations due to dipolar coupling leading to quantum entangle-
ment between the muon and the 19F nuclear spins [9]. We work 
through the four tabs of the GUI in order, following the workflow 
presented in Fig. 1.

4.1. Generation

The first step in a muon site calculation is to generate a set 
of initial muon positions that form the initial guesses for the 
muon sites; this is done in the Generation tab. For an unbiased 
search that doesn’t rely on any prior knowledge of likely stopping 
sites, we will want to randomly sample positions within the unit 
cell, which is accomplished using the algorithm described in sec-
tion 3.1. The result of doing this for CoF2, with rmuon = 0.5 Å and 
ratom = 1.0 Å, is shown in Fig. 2. Once the set of initial positions 
has been generated, these can be relocated to a symmetry-reduced 
subspace using a similar method to that used for relaxed muon po-
sitions, as described in section 3.2. As seen in Fig. 2, only a wedge 
comprising 1/16 of the volume of the unit cell needs to be consid-
ered in this case to sample all of the symmetry-distinct positions. 
Finally, we generate a set of CASTEP .cell files for use in struc-
tural relaxations, with each initial muon position corresponding to 
a different cell file. We use a 2 × 2 × 2 supercell of CoF2 for these 
calculations, as the conventional unit cell is not large enough to 
ensure that the muon is isolated from its periodic images in DFT 
calculations.

4.2. Run

The next step is to carry out a geometry optimisation calcu-
lation for each of the initial muon positions, which can be done 
via the Run tab. For our example of CoF2 we ran these calcula-
tions remotely on a high performance computing (HPC) cluster, 
using 24 cores for each calculation, by providing MuFinder with 
the appropriate submission script template, but it is also possible 
to run these calculations locally, which may be more suitable for 
smaller systems or those containing fewer electrons. Various pa-
rameters that are to be used for these calculations can be specified 
through the GUI; here we treat the system as spin-polarised and 
use the PBE exchange-correlation functional [48] and the ensem-
ble density functional theory (EDFT) solver. All other parameters 
are left to take their default values. Calculations can be run for ei-
ther diamagnetic μ+ or paramagnetic muonium; selecting either 
of these options sets the overall charge of the supercell to be +1 
or 0, respectively. In this example, we calculate the sites for μ+ . 
The process of calculating sites for neutral muonium is identical, 
though, as mentioned in Ref. [19], the stable muon sites will be 
different in this case. Remote calculations can be submitted, mon-
itored and managed through the GUI, and once a job has finished 
successfully the output files required for subsequent analysis are 
6

Fig. 5. (a) Clusters of muon sites (represented by black spheres) in CoF2, shown 
within the conventional unit cell. An F atom from outside the unit cell is included 
to demonstrate the geometry of the F-μ-F state. (b) Radial displacements of ions as 
a function of their distances from the lowest energy muon site.

copied to the local machine. MuFinder will point out jobs that exit 
the queue without writing the expected output files so that the 
user can investigate these. Jobs that end prematurely due to hit-
ting the wall time limit can be resubmitted through the GUI as a 
continuation.

4.3. Analysis

Once all of the structural relaxations have finished, we can per-
form clustering operations on the set of muon sites obtained in 
the Analysis tab. Here we use the clustering methodology based on 
graph theory, which clusters sites based on their positions within 
the unit cell by taking symmetry into account as described in 
detail in section 3.2. MuFinder can also cluster muon sites via 
k-means clustering as implemented in the Soprano code and de-
scribed in Ref. [33], which also takes the energies of the relaxed 
structures into account in addition to the muon position. Once 
the clusters have been identified, symmetry operations are used 
to relocate muons such that muons within the same cluster are 
brought closer together in physical space (‘clumped’), allowing a 
better visualisation of the distinct stopping sites, as also described 
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Table 1
Dipolar field at the μ+ stopping site calculated 
by Möller et al. [19] and the field obtained us-
ing the MuFinder program, along with the local 
magnetic field measured experimentally [4].

B (T)

Experiment [4] 0.228

undistorted distorted

Möller et al. [19] 0.265 0.208
MuFinder 0.265 0.207

in section 3.2. The clusters of muon sites obtained for CoF2 with 
dmax = 0.25 Å are shown in Fig. 5(a). We identify three distinct 
clusters, with the lowest energy site involving the muon sitting 
at the position with fractional coordinates (0, 0.5, 0) (relative to 
the conventional unit cell), in agreement with the site previously 
obtained both from experiment [4] and from DFT [19]. The other 
candidate muon sites are 0.34 and 0.82 eV higher in energy than 
this site and are therefore unlikely to be occupied, and are also 
incompatible with experiment.

Further analysis of individual muon sites is also possible within 
the Analysis tab. By comparing the pristine and relaxed structures, 
MuFinder can determine the muon-induced displacements of the 
host atoms as a function of distance from the muon site. The 
muon-induced distortions for the lowest-energy site in CoF2 are 
shown in Fig. 5(b). We see that the muon attracts the neighbouring 
F atoms towards itself and these are displaced by 0.50 and 0.57 Å, 
respectively. The nearby Co2+ ions are displaced by 0.14 and 0.17 Å 
respectively away from the muon and this has consequences for 
the dipolar magnetic field seen by the muon, as shown in sec-
tion 4.4. The displacements can be seen to decay as a function 
of distance away from the muon site, as expected. Examining the 
magnitude of the displacements at the furthest distances from the 
muon site can be helpful for evaluating whether a sufficiently large 
supercell has been used, as large displacements at these points in-
dicate that the muon could be sensitive to the displacement field 
induced by its implicit periodic images in DFT calculations, and 
that a larger supercell should thus be used to avoid this finite-size 
artefact.

4.4. Dipole Field

The Dipole Field tab allows us to make contact with the in-
ternal magnetic fields measured by the muon in experiment by 
calculating the dipolar magnetic field at the muon site. MuFinder 
achieves this by making use of the MuESR Python library [32]. 
In the magnetically ordered state of CoF2, the Co magnetic mo-
ments lie along the c axis and are ordered antiferromagnetically 
within the unit cell, with magnitudes of 2.64 μB [49]. The calcu-
lated dipolar field due to these ions at the lowest energy muon 
site is shown in Table 1, where it is compared with experiment [4]
and the calculations of Möller et al. [19]. A benefit of the structural 
relaxation method is that, in addition to the muon site, it reveals 
changes in the positions of nearby atoms in the host resulting from 
the presence of the muon. MuFinder takes advantage of this by 
including the effects of distortions to the magnetic ions when eval-
uating the field at the muon site, using the approach described in 
section 3.3. For the present example, taking these distortions into 
account produces dipolar fields that are significantly smaller than 
those obtained from an undistorted structure, with the field ob-
tained when incorporating these distortions nearly identical to the 
one reported by Möller et al. [19], whose method of incorporat-
ing the displacements of the Co moments is equivalent to the one 
used by MuFinder. These fields are slightly smaller than that ob-
tained from experiment, which lies in between those calculated for 
distorted and undistorted structures.
7

5. Conclusion

MuFinder allows muon site calculations using the DFT struc-
tural relaxation method to be carried out through a user-friendly 
GUI. The user can generate initial muon position and can then 
relax these starting structures using CASTEP, with the program pro-
viding an interface to carry out these calculations either locally 
or on a remote machine or cluster. Once calculated, the resulting 
muon sites can be clustered using a symmetry-aware algorithm 
and then further analysed, such as by evaluating the local magnetic 
field expected at the muon site for candidate magnetic structures. 
The entire procedure, starting from the crystal structure and end-
ing with a set of candidate muon sites and predictions for the 
local fields can be done within the GUI, making it highly accessi-
ble to users that are not necessarily experts in electronic structure 
methods. As evidenced by the examples discussed in section 1, 
MuFinder has already proved successful in determining muon sites 
for a wide range of materials.

At its core, MuFinder represents the automation of a workflow 
practised by several research groups carrying out DFT+μ calcula-
tions. It makes use of previously developed tools such as MuESR, 
with the fact that these are also written in Python allowing these 
to be seamlessly integrated into the workflow. Much of the heavy 
lifting is done using ASE, which allows the muonated structures to 
be passed around between different parts of the program. This will 
also facilitate the integration of further analysis tools as the pro-
gram continues to be developed, as these will likely require the 
relaxed geometry of the system plus implanted muon as an input.

Despite the structural relaxation method being a fairly well es-
tablished approach for determining muon sites, research is ongoing 
to determine cases where this approach is likely to be insufficient, 
such as when quantum effects are present [50,51]. While such 
methods remain in their infancy it is hoped that successful ap-
proaches could be integrated into MuFinder as they are developed. 
Another aspect that is not currently addressed by MuFinder is the 
contribution of the hyperfine field at the muon site to the effective 
local magnetic field seen by the muon. The hyperfine field is diffi-
cult to compute in general, though we note progress has recently 
been made in addressing this for select materials [52,53]. Another 
consequence of the quantum nature of the muon is the possibility 
of quantum muon diffusion between low-energy muon sites. This 
has been addressed [50,27] by considering the relative sizes of the 
muon’s zero-point energy and the energy barriers between stable 
muon sites (the latter of which are also important when consid-
ering the possibility of classical i.e. thermal muon diffusion). For 
each of these more advanced treatments, the stable muon stop-
ping sites, obtained using methods such of those implemented in 
MuFinder, are a crucial starting point. MuFinder has the potential 
to act as a platform for bringing these advances in computational 
science into the reach of the experimentalist, thereby establishing 
muon site calculations as a routine part of conducting a μ+SR ex-
periment.

MuFinder is distributed in the form of binaries for either Win-
dows or Ubuntu, with the Python source code also freely available 
under GNU GPLv3. The program, along with a complete manual, 
can be accessed via Ref. [54].
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