
IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. ??, NO. ??, ??? 1

MapChain: A Blockchain-based Verifiable
Healthcare Service Management in IoT-based Big

Data Ecosystem
Umit Demirbaga, Member, IEEE and Gagangeet Singh Aujla, Senior Member, IEEE

Abstract—Internet of Things (IoT)-based Healthcare services,
which are becoming more widespread today, continuously gen-
erate huge amounts of data which is often called big data. Due
to the magnitude and intricacy of the data, it is difficult to find
valuable information that can be used for decision-making and
prediction. Big data systems take on a significant infrastructure
service to better serve the purpose of IoT systems and support
critical decision making. On the other hand, privacy preservation,
data integrity, and identity verification are essential requirements
in healthcare big data service management. To overcome these
problems, this article offers a scalable computing system that
provides verifiable data access mechanism for IoT-enabled health
data analytics in the big data ecosystem. There are two primary
sub-architectures in the proposed architecture, namely a big
data analytics tracking system and a derived blockchain-based
data storage/access system. This approach leverages big data
systems and blockchain architecture to analyze, and securely
store data from IoT-enabled devices and allow verified access
to the stored data. The zero-knowledge protocol is used to
ensure that no information is accessible to unauthenticated users
alongside avoiding data linkability. The results demonstrate the
effectiveness of the our method to solve the problems of big data
analytics and privacy issues in healthcare.

Index Terms—Big Data, Internet of Things (IoT), MapReduce,
Blockchain, Healthcare

I. INTRODUCTION

INFORMATION plays a key role in new developments and
better decision making in service organisations. For this

reason, data is of great importance for service industries. A
well collected and analyzed data is used to predict current
trends of certain parameters and future events [1]. As we see
the benefit of this situation, new technological developments
have been introduced to produce and collect more data in
almost all areas of our lives, such as social activities, science,
work, and health. This has caused the term ”big data” to
become a part of our lives. Especially healthcare organisations
are producing data at a tremendous speed, which brings with
it challenges [2]. Healthcare big data refers to heterogeneous,
multi-spectral, incomplete and uncertain observations (for ex-
ample, diagnosis, illness, injury, treatment, physical and men-
tal disorders, demography, and disease prevention) from pri-
mary sources in structured, semi-structured, and unstructured
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formats. Structured data includes ICD codes, phenotype, geno-
type, genomic information, while unstructured data includes
medical imaging, notes, environmental, clinical notes, lifestyle,
prescriptions, and health economics data [3]. Moreover, the
advent of Internet of Things (IoT) has accelerated data-driven
applications such as transportation, networking, smart cities,
and healthcare [4]. The health industry, in particular, has
been a significant area in terms of using various sensors and
equipment to monitor a patient’s health status [5].

The huge amounts of data generation have resulted from
the advances in omics fields such as genomics, proteomics,
and metabolomics [6]. The transition from paper medical
records to Electronic Health Records (EHR) is also effective
in the growth of data [28]. Physicians, epidemiologists and
health policy specialists aim to improve population health and
provide better patient care using such rich and large data
[7]. Therefore, it is of great importance to develop tools,
infrastructure and techniques in order to use the generated big
data effectively [8]. Early Warning Score (EWS) systems,
a timely surveillance system aimed at collecting information
about patients’ illnesses to trigger public health interventions,
are a practical example of how data can be used [9]. In the UK,
the National Early Warning Score (NEWS), was introduced
in 2012, aimed at detecting and responding to clinical deteri-
oration in patients with acute illness and providing a standard
platform for initial assessment of acute illness severity [10].

NEWS process overview: Seven different physiological
parameters, which are respiration rate, oxygen saturation, tem-
perature, systolic blood pressure, heart rate, consciousness,
and air or oxygen, are obtained from patients with acute
illness to detect and respond to clinical impairment during
clinical evaluation. A score is given that reflects the effect of
each parameter. The obtained individual parameter scores are
summed up to form the patient’s NEWS which takes between
1 and 8 to indicate the severity of the illness. The following
presents the steps in the sequence of calculating the NEWS
for each patient. Step 1: Obtaining the score for each of
the seven physiological parameters from the patient. Step 2:
Calculating the NEWS by aggregating all the physiological
parameter scores. Step 3: Checking if the trigger threshold
has been reached for a single parameter.

It is aimed to use the NEWS data to perform the specific
tasks above mentioned. To be able to carry them out, the
NEWS data need to be analysed, and complex queries should
be built. This situation causes a big data problem due to
the volume and complexity of the data in terms of data
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analytics. In addition, although this data is considered to be
a key to improving health outcomes, it is worth noting that,
while obtaining valuable information and reducing costs, data
privacy and integrity issues are so overwhelming that the
healthcare sector cannot fully benefit from the resources avail-
able. This is another challenge of NEWS data. For that reason,
it becomes essential to ensure data privacy and verification
of data integrity through effective mechanisms and strategies
to fill the deficiencies regarding these issues. In the UK,
South Tees Hospitals NHS Foundation Trust1 is responsible
for the management of two North East hospitals, which have
approximately five million patient data (patients-anonymous
health data sets) in relational databases, each of which consists
of 20 tables with about 50 features about patients. However,
the execution of the queries on these data might take days or
weeks because of the huge volume and complexity of data
as well as the user-related problems while defining the user-
defined functions (UDFs).

The biggest challenge of big healthcare data analytics is
dealing with heterogeneous data to provide insights into better
healthcare for millions of patients. For the analysis of such
large and complex healthcare data, big data systems help
solve the problems of healthcare delivery systems. Big data
processing systems such as Hadoop2 and Spark3 often run in
large-scale, highly concurrent and multi-tenant environments;
this can easily cause hardware and software failures and hence
lead to performance degradation [11]. Complex queries created
when working with complex data cause unnecessary delays
in result retrieval. Data transfer from wearable devices and
sensors to servers generates a large in-house healthcare IoT
monitoring network. The inherent problems of big data and
different data privacy (storage, access, retention, immutability
of sensitive data) and data integrity (accuracy, completeness,
consistency, and safety of data in accordance to General Data
Protection Regulation (GDPR)) challenges occur as a result of
the increasing number of sensors and real-time data collecting,
processing and storage [12]. The healthcare IoT ecosystem
generates the most sensitive big data that is further analysed
using large-scale analytical platforms. This big data is pro-
cessed and stored on high-end servers wherein any inaccuracy,
inconsistency or incompleteness can lead to serious integrity
concerns as it can lead to wrong diagnoses and end up in
life-threatening situations. In addition, privacy protection is an
issue that requires attention when working with large health
data with sensitive content. Cloud-based big data systems,
especially public cloud computing systems, are vulnerable
to cyber-attacks. According to McAfee, approximately 3.1
million cloud-based users’ data have been hacked in one year
[13]. This situation reveals the danger of health data processed
in big data systems often built on centralized datacenters.

To avoid such situations, effective measures that can ensure
the integrity and privacy of big data are highly desirable
for healthcare systems. Thus, various cryptographic primi-
tives have been employed during the past decade to protect

1https://www.southtees.nhs.uk/news/
2https://hadoop.apache.org/
3https://spark.apache.org/

healthcare data. However, the heavy and hard crypto-primitives
do not resolve the entire healthcare service organisation’s
concerns. Explicit use of stringent security policies often
hinders the performance of big data systems due to the 5V
characteristics of big data and does not provide the required
privacy protection, integrity verification, and identity hiding.
To tackle such challenges, blockchain has been popular in
various systems as it can ensure the privacy and integrity
of data due to its tamper-proof architecture. Blockchain uses
a distributed ledger system wherein the transactions (data)
are recorded in a verifiable manner. Bitcoin, the famous
cryptocurrency using blockchain technology, uses a distributed
and public ledger system to encrypt, validate and record
transactions [14]. Transactions here are encrypted in a way
that can be verified, ensuring data integrity. In addition to
cryptocurrencies, blockchain is widely used in many areas that
require data integrity and verification, such as financial ex-
changes, lending, insurance, and voting [15]. In such systems,
when new data is sent from any IoT devices or any sources, a
unique block is created at a local end node in the blockchain
after the data is verified [16].

However, looking into the amount of data generated in
healthcare setup, the conventional blockchain architectures
may fail to ensure the desired performance and efficiency.
So, one way is to limit the data stored on the blockchain.
Moreover, storing all the data on the blockchain may lead
to further privacy concerns in line with the data protection
regulations enforced by various countries. Thus, it becomes
important to decide what data need to be stored on the
blockchain in order to handle the scale and privacy regulations.
For example, if the NEW score (computed on the basis of
NEW data) is stored onchain, i.e., on the blockchain and the
actual data used to compute the NEWS is stored offchain (on a
central cloud server). To ensure data integrity and verification,
the hash of NEW data can also be stored on the blockchain.
This way it is possible to verify the healthcare data both ways,
i.e., the onchain NEWS can verify the integrity of data stored
on the cloud and alternatively the offchain data can be used
to recompute the NEWS to verify the correctness of the data
stored on the blockchain. Apart from these issues, healthcare
data is often subjected to or exposed to a wide range of users
(data owner, doctor, hospital staff, etc.), making it necessary
to verify the users as legitimate before allowing them the
requested data access. The conventional methods often use
authentication methods that can bind (or link) the identity of
the user with the data leading to data linkability and privacy
concerns. This concern becomes even more important when
the data is related to healthcare. Thus, the verification process
adopted to verify the legitimacy of users must ensure that the
identity of users is not linked to the data.

To this end, we want to investigate the following two main
research questions (RQ):

• (RQ1): How do we track the query efficiency on big
data in healthcare service organisations? Some queries
might take hours or days if a problem happens with any
processes or machines. That is why monitoring the query
phases plays a crucial role in finding the root of the

 https://www.southtees.nhs.uk/news/
https://hadoop.apache.org/
https://spark.apache.org/
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problem to accelerate data processing. Monitoring the
queries on big data in real-time poses a big data com-
plexity problem as it needs the capture the dependencies
of each component from multiple processes. For example,
Apache Hive, a data warehouse used for providing data
query and analysis, achieves good performance by scaling
to large computing clusters, yet this might result in a
very time-consuming when an error happens during query
processing such as defining wrong syntax or failures in
any data-nodes.

• (RQ2): How do we eliminate the data integrity, data
linkability and privacy concerns related to healthcare
big data? Big data systems can run on physical or
virtualized servers and as well as in public clouds. Public
clouds have many benefits, such as being quite scalable
and affordable. However, their physical infrastructure is
shared and offers no real control over the integrity or
availability of data, which makes a big problem for
healthcare data. The conventional primitives are often
hard but complex to resolve the concerns of healthcare
service management. Explicit use of stringent security
policies often hinders the performance of big data systems
and does not provide the desired privacy protection,
integrity verification, and user identity hiding.

To the best of our knowledge, there is no previous study
to answer the questions mentioned above regarding both
tracking the performance problems (system or user-related)
and eliminating data privacy and integrity problems in IoT-
based big data systems in healthcare service organisations.
Based on this fact, the contributions of this paper to solve
the research questions mentioned above are as follows:

• To address RQ1, we propose an intelligent monitoring and
visualization system that collects job execution informa-
tion, including the process and status of each specific task,
along with computing resource utilization in real-time. At
the same time, the web-based visualization component
modelled as directed acyclic graphs (DAGs) visualizes
these streaming data and the query results executed in
big data systems in a user-friendly interface.

• To address RQ2, we develop a blockchain-based system
integrated into big data systems that extract the outputs
of the data analytics, such as query results or NEWS. For
this purpose, a derived blockchain solution, as suggested
in our previous works [17]–[19], can be deployed in
healthcare big data systems. The system gives authority
and trust to a decentralized virtual network that shares the
query results with predefined users (ensuring legitimate
access avoiding data linkability). After being approved,
the results are stored in the blockchain system in a secure
way using a derived blockchain mechanism (on-chain
and off-chain) that ensure two-way verification of data
ensuring integrity. The stored results can be accessed only
by a legitimate or authorised entity after verification of
their identity and credentials (the ZKP technique is used
to hide user identity under a temporary key).

A. Organisation

The paper is organized as follows. The background is
outlined in §II. While §III presents the proposed method, the
results are discussed in §IV. Before drawing a conclusion in
§VI, we discuss the related work in §V.

II. BACKGROUND

The background of the big data analytics process is de-
scribed in the following sections.

A. The Process of Big Data Analytics in Healthcare

Big data analytics in healthcare helps analyze large datasets
from millions of patients, identify correlations between
datasets, and uncover complex relationships between different
features (i.e., drugs, prescription). Fig. 1 demonstrates the
processes of big data analytics in healthcare.

Data 

analytics
Data 

storage

Data 

visualization

Data 

acquisition
Data 

management

Step 1 Step 2 Step 3 Step 4 Step 5

Fig. 1. Big data analytics in healthcare

1) Data acquisition: Healthcare data can be in any for-
mat such as structured, semi-structured or unstructured [20].
Furthermore, electronic health records, government sources,
Computerized Physician Order Entry (CPOE), Health Main-
tenance Organization (HMO), social media, and smartphones
can be seen as a source of big data in healthcare [21].

2) Data storage: As the size of the data in the healthcare
area is dramatically increasing, it is needed a large storage
platform to be able to store this data. At this point, clouds
enable storage and managing of such data easily. As stated in
[22], the structure of cloud provides an flexible platform to
handle and analyse big data. Some important the cloud plat-
forms are Google, Amazon, IBM, Cloudera, etc,. Such systems
provide numerous advantages for healthcare in terms of data
sharing between doctors, patients, and other health institutions
[23]. However, there are several medicolegal concerns with
this storage strategy, such as protection and confidentiality
of information. Although cloud computing service providers
claim to offer their services in a secure and reliable way,
in reality, their distribution is not as secure and reliable as
they claim [24]. To meet this deficit, blockchain is the right
method of storing data in a decentralised network that makes
use of idle hard drive space from people all around the
world. The decentralised architecture is a viable alternative
to centralised cloud storage and can address many issues that
plague centralised systems.
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3) Data management: Data management plays a crucial
role in healthcare as it is one of the main factors when
performing a risk assessment of patients. It contains data
governance, cleaning, checking the data whether they have
missing or unnecessary, and some process of extracting usable
data in large datasets called data retrieval [25]. It is very
important to maintain the confidentiality of individual patient
records in healthcare management. Data governance, managed
by GDPR, provides information about the basic legislation re-
lating to health regulations and government regulations aimed
at addressing the confidentiality of health data and refers to the
overall management of the privacy, integrity, and availability
of the data intended for use by an organization [26].

4) Data analytics: The stages in the process of converting
raw data into valuable information are called data analysis
which consists of four different types, Descriptive, diagnostic,
predictive, and prescriptive analytics [27]. Descriptive analyt-
ics, also known as unsupervised learning, conducts a past per-
formance evaluation depending on historical data. Diagnostic
analysis forecasts the main reason for the problem by using
historical data. Predictive analytics, also known as supervised
learning, predicts what might happen in the future using
historical data and real-time data. It is not used to forecast the
future. Prescriptive analytics is used to get different possible
outcomes by analysing the big data automatically before taking
a decision.

5) Data visualisation: It is a method to present the result of
healthcare data analytics to understand the complex healthcare
data and help to make a better decision in a pictorial or
graphical format. Data visualisation is also used to find out
the pattern and correlation among the data.

B. Apache Hadoop for Big Data

Apache Hadoop is the most widely used open-source soft-
ware platform for distributed analysis and storage of large
datasets based on the MapReduce paradigm. It is built to han-
dle petabytes of structured, semi-structured, and unstructured
data, and it works as a cluster of ordered computers [28].
Hadoop basically consists of three main components: the first
one is MapReduce, used for data processing; the second one
is Hadoop Distributed File System (HDFS), used for data
storage; and the last one is YARN (Yet Another Resource
Negotiator), the resource management and job scheduling
component. HDFS is a distributed file system designed to store
and analyse large amounts of data for high-bandwidth appli-
cations [29]. The Hadoop framework’s MapReduce paradigm
makes it simple to convert and explore extensive data col-
lections. Hadoop’s most notable feature is distributing data
and calculations across thousands of machines and performing
the executions in parallel [30]. The five essential qualities
of scalability, cost-effectiveness, flexibility, speed, and failure
resistance are taken into consideration when designing Hadoop
architecture [31]. MapReduce is a distributed computing sys-
tem that uses a parallel and distributed method to process
massive datasets designed to work with replicated files on
HDFS [32]. It comprises the map and reduce functions and is
carried out in three steps: map, shuffle, and reduce. A worker

node analyses the data and generates key-value pairs, using
the map function to break the incoming data into numerous
little pieces. In the Shuffle stage, these pairings are divided by
key. The responsible reducer receives each group. Finally, each
reducer generates a new set of output stored in HDFS. After
the mapping and reduction threads are completed, the resulting
data is reassembled by Hadoop and presented to the user as
a single output [33]. YARN performs all processing activities
by allocating resources and scheduling tasks. The main idea
behind YARN is to isolate the resource management and task
scheduling/monitoring functions into independent daemons. It
has two components: ResourceManager and NodeManager.

III. PROPOSED METHOD: MAPCHAIN

The architecture overview of the proposed MapChain is pre-
sented in Fig. 2. The system architecture consists of multiple
components, including a comprehensive big data monitoring
system, a visualization system, and a blockchain-based storage
and verification system.

Big data cluster

: Agent

: SmartAgent

User management node

Blockchain-based 

storage Visualization Health status

kafka

W1 W2 WN

Master

…

W : Worker node

Fig. 2. The key design idea of the proposed system

The institution aims to perform the following specific tasks:
1) Linking the electronic recording of observations and

NEWS data to other data held about the patient:
• Patient demographics,
• Hospital spell information (the type of admission,

dates, speciality etc.),
• Diagnosis and procedure coding,
• Outcome: mortality, cardiac arrest and unplanned

use of critical care.
2) Developing a way of handling the large volumes of data

involved,
3) Modelling the sensitivity and specificity of NEWS and

observations (i.e. what cut-offs best predict outcome),
4) Doing trajectories of scores (instead of individual scores)

to improve sensitivity and specificity.
To this end, first, the NEWS data stored in MySQL database

servers is transferred to HDFS in the Hadoop ecosystem for
distributed processing. Fig. 3 depicts the data flow from the
Galera cluster, a multi-master database cluster used for data
replication synchronously for MySQL, to the big data system
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via Apache Sqoop. HAProxy, standing for High Availability
Proxy, is used for high availability load balancing and applica-
tion delivery controller in the cloud for TCP and HTTP-based
applications. Apache Sqoop4 is a command-line interface
application developed by the Apache Software Foundation to
transfer structured datasets stored in database systems such as
MySQL to Apache Hadoop. The big data cluster, namely the
Hadoop cluster, consists of a network of a single master and
multiple worker nodes (W1, W2, ..., WN) that coordinates and
carries out numerous tasks across the HDFS.

Big data cluster

Master
•

•

•

Apache 

Sqoop

Galera cluster

ClusterControl 

+ HAProxy

W1

W2

WN

Worker nodes

Fig. 3. Data migration from RDBMS to Apache Hadoop cluster

The overall system proposed in this paper consists of two
main tasks: Tracking the query and system health in Hadoop
ecosystem and Blockchain-based storage and verification sys-
tem for NEWS as shown in Fig. 4. Here, we first explain the
high-level system architecture of the proposed method and
then describe the details of each component.

Health data processing module

Execution engine

Tracking

Decision making system

Real-time health tracking module

Big data system

Manager

Querying

Visualization

MapChain manager

…

…
App 

servers

Time series 
database

Blockchain-
based 

database

Fig. 4. The proposed system for healthcare data analytics in big data and
blockchain environments

A. Tracking the query and system health in Hadoop ecosystem

The monitoring system has two main parts, namely SmartA-
gent and Agents. An agent, SIGAR library plugged, is de-
ployed on each worker node to collect the resource utilization
of the node, such as CPU/memory utilization, bandwidth
usage, and I/O status. Using Yarn APIs, the SmartAgent is
responsible for collecting tasks, applications and cluster infor-
mation from worker nodes via TaskTrackers. SmartAgent is

4https://sqoop.apache.org/

integrated into Apache Hive to listen to the Hive queries. This
enables SmartAgent to track the tasks (mapper/reducer) related
to queries, namely UDFs, as well as extract these queries
results. The proposed framework shown in Fig. 4 demonstrates
the processes of analyzing NEWS data in Apache Hive and
monitoring the status of UDFs along with the performance of
the big data system. The monitoring system extracts the query
results after the query is completed and then transfers them to
the Decision-making system integrated into the system through
SmartAgent.

Query tracking. The queries defined by the users, namely
UDFs, are tracked by SmartAgent. After the query syntax is
verified, then the referenced objects in the query are validated
whether they exist or not. After starting the execution of
the query in Apache Hive, the MapReduce process will be
monitored in real-time by SmartAgent that runs on top of
SmartMonit [34], real-time big data monitoring system, which
reports any failures or performance reduction in the cluster if it
happens. SmartAgent finds the stragglers, which are the tasks
that take longer to be completed than equivalent tasks running
on the cluster synchronously. When a system exception, which
is generated by the common language runtime, occurs during
this process, SmartMonit uses counters, the proper channels, to
gather statistics about the MapReduce job. SmartMonit agents
track the MapInputRecords, MapOutRecords, and, ShuffleEr-
rors counters to monitor progress inside UDFs. To report
system exceptions to the user, the value of the relevant counter
is increased and sent to the visualization system. Furthermore,
SmartAgent obtains the query results and sends them to the
Decision-making system to define the health status of the
patients by calculating the NEWS. The collected time series
data is also simultaneously injected into a time series database
InfluxDB5.

System health tracking. SmartAgent collects all the in-
formation related to the query tasks such as mapper and
reducer, and agents collect the infrastructure information, such
as CPU, memory, I/O, network, etc., in real-time. Yarn APIs
are plugged into the SmartAgent while agents plugged SIGAR
API. The visualization component is one of the parts of System
health tracking that provides a user-friendly interface that
enables users to see all the interactions of the system.

Decision-making system for NEWS. The main aim of
NEWS is to standardise the assessment of acute illness severity
in the NHS. The physiological parameters, which are res-
piration rate, oxygen saturation, temperature, systolic blood
pressure, heart rate, consciousness, and air or oxygen are
the key factors for calculating the NEWS. Fig. 5 shows these
parameters and the thresholds and trigger values. An aggregate
NEWS of 5 or 6 is a critical threshold that should prompt an
urgent clinical review; a NEWS of 7 or higher should prompt
a high-level clinical alert, i.e., an emergency clinical review.
Moreover, as shown in Fig. 6, the final decision about patients
is identified by the severity and NEW score. The clinical
risk assessment is used in the visualization section. Algorithm
1 demonstrates the calculation of NEWS for each patient.
NEWS is calculated for each patient using Calc function (see

5https://www.influxdata.com/

https://sqoop.apache.org/
https://www.influxdata.com/
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Algorithm 1 NEWS calculation for each patient
Input: Rr - respiration rate,

Os - oxygen saturations,
T - temperature,
Sbp - Systolic blood pressure,
Hr - heart rate,
Cs - consciousness,
A/O - air or oxygen.

Output: Ns - new score,
Cr - clinical risk.

1 // Calculate Ns for each input
2 Function Calc(Rr, Os, T , Sbp, Hr, Cs, A/O):
3 // Calculate, update, and return the Ns

4 Ns ← Update (Nnew
s , Ns)

5 return
6 for each patient do
7 // Clear the Ns, and Cr

8 Ns ← Clear (Nnew
s , Ns)

9 Cr ← Clear (Cnew
r , Cr)

10 // Call the Calc function
11 Calc()
12 if (Ns >= 5) && (Ns <= 6) then
13 // Prompt an urgent clinical review
14 Cr ← Prompt Urgent response
15 end
16 if (Ns >= 7) then
17 // Prompt a high-level clinical alert
18 Cr ← Prompt Emergency response
19 end
20 Cr ← Update (Cnew

r , Cr)
21 end

Algorithm 1, Line 4). Then, the patients status are identified
based on the thresholds and triggers specified in Fig. 6 based
on their NEW scores (see Algorithm 1, between Line 13 and
Line 18). Finally, NEWS is updated to be sent to blockhain-
based system (see Algorithm 1, Line 20).

Score

3 2 1 0 1 2 3

Respiration 
rate

≤ 8 9 - 11 12 - 20 21 - 24 ≥ 25

Oxygen 
saturations

≤ 91 92 - 93 94 - 95 ≥ 96

Temperature ≤ 35.0 ≥ 39.1

Systolic blood 
pressure

≤ 90 91 - 100 111- 219 ≥ 220

Heart rate ≤ 40 41 - 50 51 - 90 91 - 110 ≥ 131 

Consciousness Alert CVPU

Air or oxygen Oxygen Air

35.1 - 36.0 36.1 - 38.0 38.1 - 39.0

101 - 110

111 - 130

PHYSIOLOGICAL 
PARAMETERS

Fig. 5. The NEWS scoring system [9]

Visualization. All the collected data including the system
and the results of the query is sent to the database and the

NEW score Clinical risk Response

Aggregate score 0–4 Low Ward-based response

Low–medium Urgent ward-based response

Aggregate score 5–6 Medium
Key threshold for urgent 

response

Aggregate score 7 or more High Urgent or emergency response

Red score: 
Score of 3 in any unit parameter 

Fig. 6. NEWS thresholds and triggers [9]

visualization system through Apache Kafka6, used for building
a real-time streaming data pipeline in a secure way. Basically,
the Visualization component has two different parts, namely
the query engine and the user interface. The database which
stores all the collected data is queried by the query engine. The
web-based user interface is fed by the data provided by the
query engine at a pre-defined time interval. The user interface
shows this data along with the NEWS scores provided by
SmartAgent after the query is completed. All the data is shown
to allow users to quickly comprehend the anomalies in both
the system and the patients through this user-friendly interface.
The values representing different information are represented
by various colours in the user interface. While task status and
stragglers are shown in orange, the resource utilization of the
master node and each worker node is represented in blue.
While task status and stragglers are marked in orange, the
resource utilization of the master node and each worker node
is marked in blue. Moreover, all NEWS scores are shown on
a green background. Patients with normal values are shown in
black, while the information of patients in danger is indicated
in red.

We created the execution graph using different technolo-
gies to take the collected information from the database and
visualize it in real-time. These technologies are HTML, CSS,
and PHP, which help improve the graph’s functionality and
efficiency. The basic structure of our execution graph is created
using HTML, such as the positions of the circles symbolizing
the headers. We have also structured parts of our execution
graph such as sections, paragraphs, headings, and links using
HTML. We used CSS to color the fields and highlight the
arrows indicating the data for each mapper and reducer and
the communication between the mappers and reducers. PHP
has the critical role of fetching all the metrics stored in the
InfluxDB database within a specific time interval to visualize
it in our execution graph.

B. Derived Blockchain Framework for NEWS

Following the advent of Bitcoin, blockchain has been ac-
cepted by various groups and has been used in a variety of
applications. Various implementations are available now that
provide a platform for conducting business with simplicity.
However, it has been noted that blockchain scalability is still
a concern. Furthermore, none of the frameworks can claim to
be able to manage big data and enable analytics, which is a

6https://kafka.apache.org/

https://kafka.apache.org/
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significant and vital aspect of today’s corporate sector. That
is why, instead of using a blockchain system as a storage,
it would be more beneficial to leverage the immutable and
verifiable nature of blockchain. Due to this reason, in this
work, we use a decoupled blockchain architecture used in
our previous works [17]–[19]. In this architecture, only the
hash of the NEWS (score) is stored in the block, and the
rest of the sensitive data is stored in off-chain storage. NEWS
for each patient generated as a result of the execution of
the queries will be stored on a blockchain-based database by
building over various distributed databases like MongoDB in
the public cloud as it allows access to data and blockchain-
enabled applications. By this means, blockchain can offer
distributed retention of encrypted data in the public cloud.
So, integrating blockchain and public cloud technologies will
ensure consistent performance and data integrity. Even this
will help make NEWS data transparent and even ensure
backward (as well as forward) traceability to verify the data
stored in the off-chain storage. The steps performed in this
system are listed below as simulated in Fig. 7.

Verified new block

The block containing 

medical data

1

Decentralized virtual network

2

34

Fig. 7. A conceptual blockchain-based ecosystem

• Step 1: Healthcare personnel perform data analytics on
the patient’s EHR and generates NEWS that is stored on
the blockchain.

• Step 2: The block is delivered to all the peers in the
patient’s network, such as the patient itself, doctors,
researchers, and hospitals in a decentralized virtual net-
work.

• Step 3: The block is verified and approved by all the
nodes in the network.

• Step 4: The block is inserted in the chain and linked
with the previous blocks to provide a permanent and
transparent record.

The proposed derived blockchain process works in two phases,
i.e., identity registration and verification phase and block
generation phase. All these phases are explained below.

1) Registration and Verification Phase: Allowing a legiti-
mate person to store and access the data on the blockchain is
one of the key challenges in the healthcare sector. To ensure
the same, we have proposed a mechanism based on zero
knowledge protocol (ZKP). This step of the blockchain process

is to register and verify the legitimate users (or patients) (Ui)
whenever they want to register on the MapChain or access the
NEWS score on the blockchain.

• Initially, the Ui sends a request (RQi) to the MapChain
Manager (Mj) to register and access the blockchain. For
this purpose, a temporary key (TKi) is generated for
the requesting Ui. Here, TKi is generated based on Ui

and device credentials (DCi) (such as device ID, MAC
address). Let us say, DCi consists of DIDi and DMACi.
These attributes are used to generate DCi as shown below.

DCi = H
[
DIDi, (DMACi

⊕
RN)

]
(1)

where, RN is a pseudo-random number used to hide the
MAC address of the sensor or device associated with Ui.
The timestamp (TSi) at which TKi is generated is also
recorded to streamline the sequence of request generation.
The TKi along with RQi is sent to Mj over a secure
SSL/TLS channel for further processing.

• Once Mj receives RQi, it extracts TKi and check RQi

for any format or script errors. After RQi is checked, an
unverified identity (IDi) is generated. This is a unverified
identity issued to the user request and it is verified only
after the success of ZKP process.

• In the next step, the signal flag (SZKP) is sent to Ui

indicating to start the ZKP process.
• The ZKP process is initialised wherein Ui is the prover

and Mj is the verifier (challenger). ZKP is used to
authenticate the legitimacy of the two parties without
revealing any secret information to the verifier. In this
process, we compute the value of y based on a large
prime number p and a generator g as shown below.

y = gTSimod p (2)

Ui has to prove that it has the knowledge of TSi based
on the value of y but can reveal its value during the whole
process. Next, Ui computes the value of r, i.e., a random
value used to further computed d as shown below.

r = TSi + RQi (3)

d = grmod p (4)

In the next step, d is sent to Mj over a secure channel.
• The Mj extracts d and selects two queries (questions) as

shown below.
Q1 → TSi+RQi

(5)

Q2 → TSi + TSi+RQi
mod(p− 1) (6)

The question is transmitted to Ui over a secure channel.
• On the receipt of the question, Ui selects the appropriate

answer (A). This answer is transmitted to Mj .
• In the final step, the answer is verified by Mj based on

the following conditions.

g(TSi+RQi )modp == x (7)

g(TSi+RQi
mod(p−1))mod p = x.u mod p (8)

After this, the identity of Ui is verified and assigned IDi, and it
can use it to store or access the NEWS data on the blockchain.
The entire workflow of this phase is shown in Fig. 8.
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User (Patient) Ui MapChain Manager Mj

INITIATE: RQi

TKi ← [Ui,DCi]
RECORD: TSi

⟨TK1(RQi)⟩−−−−−−−→
(SSL/TLS)

EXTRACT: TKi(RQi)
CHECK: RQi

GENERATE: IDi [unverified]
SIGNAL: IDi for ZKP

⟨SZKP⟩←−−−−−−
(SSL/TLS)

INITIALISE ZKP
COMPUTE: y = gTSimod p
COMPUTE: r ← TSi + RQi

COMPUTE: d = grmod p

⟨d⟩−−−−−−→
(SSL/TLS)

EXTRACT: d→ grmod p
QUESTIONS: Q1 or Q2 (Eqs. 5 and 6)
SEND: Q = (Q1/Q2)

⟨Q⟩←−−−−−−
(SSL/TLS)

EXTRACT: Q
IF Q == Q1

SEND A1

ELSE
SEND A2

A = (A1/A2)

⟨A⟩−−−−−−→
(SSL/TLS)

EXTRACT: A
IF A == A1

VERIFY: Eq. 7
ELSE
COMPUTE: Eq. 8
VERIFIED
REGISTER IDi and ALLOW ACCESS

Fig. 8. Registration and Verification Process

2) Block Creation and Update Phase: This phase com-
prises the process of block creation and thereafter updation
once a new transaction is generated. After the Ui is registered
with Mj , the following steps are performed.

• The Ui generates a key pair (PUKi, PRKi) comprising
public and private keys. These keys are generated for a
limited session to ensure identity de-linking and a time-
out tag (TTO) is attached to them. The keys get invalided
once the TTO expires. Now, Ui send a request (RTi ) to
Mj for initiating the transaction (Ti). Now, RTi is signed
using PRKi and sent to Mj . On receipt, Mj authenticates
the request using PUKi. Once, the request is verified, a
new block (Bi) is generated by Mj for requesting users.

• After this the NEWS score (NSi
) generated for each Ui

is generated as a transaction (Ti). This transaction has
to be added to the blockchain. But the complete data
(NDi

) related to the computation of the NEWS score
is stored in off-chain mode. However, the hash of the
data is appended with the NEWS score and recorded on
the blockchain for verification at any later stage. This is
done to ensure data integrity and at the same time ensure
optimal usage of storage on the blockchain.

• The NEWS score and related hashed data is signed by
Ui using its PRKi as shown below.

SIGNi =
[
NSi

,H(NDi
),PRKi

]
(9)

Now, the Ti is generated as shown below.

Ti =
[
NSi

,H(NDi
),PBKi, IDi,SIGNi

]
(10)

• After this, Ti is sent to Mj for validation. Mj checks
the PBKi, and if they are verified then Ti is added to
Bi. Similarly, all the transactions received from various
users are added to the block.

• The block is finally sent to the blockchain network for
consensus and validation. Once validated by the peers, it
is appended to the blockchain, and the whole blockchain
is synchronised in the network.

The block creation and update process in the proposed method
is shown in the Fig. 9.

User (Patient) Ui MapChain Manager Mj Blockchain network

GENERATE: (PUKi,PRKi)
SET: (TTO)
START: (RTi )
SGN: (RTi , PRKi)

⟨RTi
,PRKi⟩−−−−−−−→

(SSL/TLS)
AUTHENTICATE: RTi

using PUKi

CREATE: Bi

GENERATE: SGNj

⟨SGNj⟩←−−−−−−
(SSL/TLS)

VALIDATE: (SGNj)
IF (SGNj == VALID)
THEN
READ: NDi

GENERATE: NSi
using Algorithm 1

GENERATE: H(NDi)
SIGN: SIGNi =

[
NSi

,H(NDi
),PRKi

]
GENERATE: Ti using Eq. 10
SEND: (Ti)

⟨Ti⟩−−−−−−→
(SSL/TLS)

VALIDATE: IDi,PBKi

CHECK: SGNi

VALIDATE: SGNi

APPEND: Ti to Bi

BROADCAST: Bi

⟨GTAG
i ⟩←−−−−−−

(SSL/TLS)

Validate: Bi

Synchronize BC

Fig. 9. Block creation and validation process

IV. RESULTS AND DISCUSSIONS

This section demonstrates the experimental results of
MapChain to test its efficiency and applicability, as well as
its resource usage and overheads, in big data-driven IoT for
healthcare analytics. To verify the efficiency and reliability
of the derived blockchain-based verifiable big data ecosystem
for healthcare IoT, we use the NEWS data7, generated based
on the structure and values taken from South Tees Hospitals
NHS Foundation Trust, consisting of blocks of different patient
numbers, such as 250K, 500K, 750K, 1M. The dataset contains
52 different features regarding patients’ health status, including
pulse, pain score, nausea, vomiting, weight, the dates of
admission, duration of hospital stay, etc., along with the seven
different physiological parameters.

7https://github.com/umitdemirbaga/NEWS

https://github.com/umitdemirbaga/NEWS
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Fig. 10. Comparison of the execution time of the tasks based on the number of patients and the types of clusters
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Fig. 11. Comparison of makespan and number of tasks based on the number of patients and types of clusters

A. Evaluation of the health status of the system

Experimental setup. To perform the performance evalu-
ation of the monitoring system, we deployed three different
Hadoop YARN clusters on AWS: Type 1: 1 master and 3
workers, Type 2: 1 master and 6 workers, and finally Type 3:
1 master and 9 workers. We chose Ubuntu Server 20.04 LTS
(HVM), SSD Volume Type as the operating system for all
the nodes and the Hadoop version 3.3.2 and the Hive version
3.1.2. All the nodes have the same configuration (i.e., 4 cores
and 16 GB of memory).

Query performance evaluation. We tested the performance
of four different complex Hive queries on NEWS datasets.
Fig. 10(a), Fig. 10(b), and Fig. 10(c) demonstrate the total
execution time of mapper and reducer tasks on four different
datasets while executing the queries on different clusters.
The results show that the job completion time decreases as
the number of machines increases. The average and standard
deviation are reported for each query after being repeated five
times. All the information is gathered through SmartAgent and
Agents and then is sent to the visualization component.

Makespan and the number of tasks evaluation. We
compared the makespan (the total time taken to complete a
job) and the number of tasks based on the different datasets.
Fig. 11(a), Fig. 11(b), and Fig. 11(c) show the number of the
tasks launched relying on four different datasets, namely 250K,
500K, 750K, and 1000K. These figures also demonstrate the
makespan regarding the datasets. The main difference between
the figures is the makespan as the total number of tasks does
not change according to the types of the clusters.

Tasks status evaluation. We also evaluated the straggler de-
tection during NEWS data processing on the big data system.
The results shown in Fig. 12 show the straggler detection under
high resource utilization conditions. Fig. 12(a) demonstrates
the results of straggler detection while CPU utilization is high.
Similarly, Fig. 12(b) shows the results while memory usage is
high. SmartAgent simultaneously processes the collected data
to track the health status of the big data processing system in
real-time that detects the stragglers. Both results were obtained
from the analysis of data of 500K patients.

B. Evaluation of the Decision-making system for NEWS

Fig. 13 shows the effect of different physiological pa-
rameters on NEWS. For example, Fig. 13(a) demonstrates
the impact of respiration rate and oxygen saturations on the
severity of NEWS, while Fig. 13(b) presents the effect of
temperature and systolic blood pressure. We also examine the
relationship between respiration rate and heart rate in Fig.
13(c) for NEWS. As indicated in Fig. 6, NEWS values above 7
represent the ”high clinical risk” and the response is ”Urgent
or emergency response”. All the values in the figures represent
different patients’ data, and these results were obtained by
analyzing data from 500 patients.

C. Validation of Blockchain system

The blockchain experiments are performed to evaluate the
cost incurred on the transactions when they are deployed and
executed. For this purpose, we develop a prototype based
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Fig. 12. Task tracking evaluation under high resource utilization
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Fig. 13. Correlation between NEWS score and other values

on Ropsten8, i.e., a public test network for blockchain. The
performance of the proposed smart contracts is measured
based on the amount of gas consumed during the execution
of the transactions. Further, we investigate the mining time for
the executed transactions. To realize the above experiment, we
implement the smart contracts using Solidity9, that were com-
plied using Remix compiler10solidity working on Ethereum
virtual machine.

The proposed system has been validated based on the
gas consumed during the execution of the deployed smart
contracts. We have considered two cases, i.e., 100 and 200
users, respectively, for comparison of experimental results. The
results were averaged after performing the experiments five
times. Table I shows the results obtained from the experiments.
The average cost for storing the NEW score (and hashed data)
on the blockchain is shown in Table I. The gas consumption
increases with the number of users clearly depicting the impact
of the amount of data generated on the performance. The
increase in the number of users is aligned with an increase in
the NEWS data generated by the big data system. This tends
to generate additional overhead in terms of gas consumption.

Similarly, the gas consumed for the verification process and
transaction generation show a similar kind of trend. The main
reason for the difference in gas consumption is concerned
with the increase in the number of users. The increase in
the number of users interacting with the big data systems

8https://github.com/ethereum/ropsten
9https://docs.soliditylang.org/en/v0.8.13/
10https://remix.ethereum.org

tends to incorporate additional overheads in terms of gas
costs. The percentage increase in the verification process also
acknowledges the role of the ZKP process used to authenticate
the users. Finally, we investigate the mining time for the
blockchain process. The mining time for 100 users is 289 secs
as compared to 358 secs for 200 users. This again justifies the
impact of an increase in the number of users with respect to
the performance of the proposed MapChain study.

TABLE I
EVALUATION RESULTS

Number of users 100 200

Storage (wei) 88756 133214

Verification (wei) 804531 1896788

Transaction generation (wei) 487532 890504

Mining time (seconds) 289 358

V. RELATED WORK

Many researchers have investigated health-related solutions
by utilizing IoT networks. The authors in [35] highlighted
methods related to cloud computing and big analytics, as well
as the use of smart devices for the analysis of health data
collected in IoT networks. The authors of [36] proposed a
paradigm for structural health monitoring (SHM) that is based
on IoT technologies and includes intelligent and consistent
observation. Furthermore, the data routing plan is given with

https://github.com/ethereum/ropsten
https://docs.soliditylang.org/en/v0.8.13/
https://remix.ethereum.org
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the help of big data analytics. In terms of scalability and
low latency, the suggested framework increased performance.
Oueida et al. [37] employed the edge computing paradigm
to describe time-independent resources to manage resources
in a smart healthcare framework in a more effective manner.
The authors of [38] aimed to alleviate the burden of some
tasks such as local data storage and real-time data processing
from the cloud to edge gateways by utilizing gateways at the
edge of healthcare IoT networks. These authors argued that
using these methods can address different challenges in the
healthcare environment. However, they did not consider that
these edge gateways are vulnerable to privacy concerns and
what actions could be taken to improve the integrity of the
data.

Blockchain technology, yet another promising technology
solution for securely transferring data from edge devices to
the cloud, has been used by a number of researchers to
ensure privacy and integrity in the underlying network in a
range of applications. The authors of [39] leveraged edge-as-
a-service to enable blockchain-based energy trading in smart
grid applications. Clauson et al. [40] employed blockchain in
the field of healthcare to improve supply chain management,
reducing fraud and mistakes while also increasing confidence
in the supply chain process. Nguyen et al. [41] developed a
data offloading and data-sharing model for healthcare systems
between edge and cloud using blockchain technology. To this
end, first, they deployed a data offloading model for IoT health
devices with privacy awareness. After that, a blockchain-based
data-sharing model is deployed for enabling data exchange
between users. The authors in [42] proposed a hierarchical
blockchain system based on edge-cloud infrastructure to re-
duce the response time for massive-scale IoT devices between
edge nodes and cloud environments. Then, they stored the
blockchain data in various distributed clouds and edge nodes to
increase scalability. While these articles focus on data sharing
among the users and increasing the usefulness of their systems,
they do not provide authentication to access and modify data
as we did in our study.

Besides this, blockchain is commonly utilised in healthcare
to ensure access control and authentication requirements and
enable non-repudiation and interoperability. Survey studies
presented in [43], [44], [45] gave insight into how blockchain
technology is used to address data integrity and verification
concerns by various researchers. While [44] indicated the
potential of blockchain technology in the health sector and
drew attention to the potential future application of this rapidly
emerging field, the authors in [45] emphasized the difficulties
with blockchain in processing big health data, especially
the scalability issues. The scalability issue arises with the
increasing number of intermediary devices and transactions
in blockchain while the resources are limited. To overcome
this issue, a decoupled blockchain approach is offered in [46],
[47]. The authors in [46] proposed separate storage locations
for block headers and block ledgers for smart city services
running on multiple IoT devices. [47], the authors proposed
a public blockchain of a two-chain structure to overcome
the scalability issue in fog and IoT computing environments.
Shukla et al. [48] proposed a solution for data validation

in a decentralized environment using blockchain technology
in the fog computing environment. This system, in which
Advanced Signature Based Encryption (ASE) algorithm is
applied and built on Fog computing, consists of an analytical
model, mathematical framework and IoT device identification
layers. The proposed solution allows users to transmit real-
time data collected via IoT devices with better authentication.

In [49], the authors have proposed a data sharing and
integration mechanism based on blockchain. This is achieved
through a web interface where the user can share the EHR.
The metadata is stored on-chain, whereas the actual EHR is
stored off-chain in encrypted form. However, this work has
not considered ZKP or any other method to authenticate or
hide the user identity. Moreover, it doesn’t consider the big
data management systems wherein the actual decision-making
is performed on big healthcare data. In another work [50], the
authors proposed a national blockchain scheme for managing
access control and funds concerning the EHR. This work aims
to provide a transparent insurance claim mechanism alongside
ensuring the audit trail of events through smart contracts. ZKP
protocol was used to ensure user identity authentication. How-
ever, it has not considered any big data processing systems.
Our proposed scheme incorporated blockchain alongside a
big data analytical system comprising decision-making and
monitoring systems as crucial components. Although ideas
on how to use blockchain technology to address privacy and
integrity concerns have been suggested by various researchers,
there is no study on how to eliminate data integrity and privacy
concerns related to big data using the ZKP that we recommend
in our MapChain study.

VI. CONCLUSION

Cloud-based big data analytics systems bring advantages to
business and management community services regarding cost
savings, new product development, real-time decision making,
and time reduction. At the same time, blockchain technology
eliminates the privacy and trust issues in the healthcare and
finance industries. In our work, we emphasized the importance
of analysing the complex and huge amount of healthcare data
and storing this information in inaccessible storage in an au-
thorized blockchain-based system. We identified a secure and
scalable healthcare data analytics framework by combining big
data processing technologies with the blockchain paradigm to
increase the service quality in the healthcare industry, which
requires the collaboration of computer scientists and health
science experts.

Scalability and privacy are two important issues in
healthcare-based big data analytics in IoT environments.
MapChain overwhelms these problems by proposing a robust,
scalable, and user authenticator data sharing and storage sys-
tem. In the future, we will integrate advanced communication
technologies, such as 5G, satellite, navigation systems, and
software-defined networks to increase the performance of
underlying network services.
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