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Abstract
Microgrids have emerged to diversify conventional electric generation using small‐scale
distributed generation. Large efforts have been put into designing control strategies to
optimise the power schedules of microgrids, however, verification that such control
systems also are reliable in terms of stability during normal operation and fault conditions
is needed. This study presents a hierarchical distributed control system that fulfils these
conditions for an AC microgrid. The stability maintained by proposed controller,
considering the large signal model, is analysed with the use of Lyapunov's direct method.
Resilient control distribution is achieved by the implementation of suitable forecast
models and fault‐tolerance mechanisms to avoid single points of failure. The resilience of
the control system is verified with the use of graph theory. The stable and resilient
operation of the proposed control system is tested by a real‐time microgrid model
implemented with an OPAL‐RT real‐time simulator, combined with a communication
network built with Raspberry Pis, testing the control system presented under normal and
faulty conditions. Simulation results show a stable operation in terms of voltage and
frequency in both conditions, resilient operation is shown for the faulty condition case.
Additionally, cost minimisation performance is included to validate optimal power
management capabilities.
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1 | INTRODUCTION

As the global population levels grow, the electricity demand
and thereby carbon emissions are ever increasing. As a
consequence, more countries are adopting policies to combat
negative effects of rising carbon emissions. To this end, several
types of renewable energy resources are being integrated into
the electric system. The microgrid has emerged as a viable
option to integrate new small‐scale electricity generation ca-
pacity, most of which are based on renewable energy resources,
into the grid as distributed generation. In this context, a
microgrid is a system capable of generating or storing its own
energy and supplying its own electric demand autonomously, in
which local sources of electricity are known as Distributed
Energy Resources or DERs.

Naturally, there is a need for controlling the interactions
(i.e. power/energy transactions) of the DERs within the
microgrid and with various stakeholders including the con-
sumers, and/or the distribution network operator to which the
microgrid is connected. Moreover, most DERs, especially
those based on renewable resources may be equipped with
Energy Storage Systems (ESS) which requires coordination
and control of interactions between the DER and their cor-
responding energy storage systems as well.

In most circumstances, the control system of the microgrid
is organised in a hierarchical structure comprising of different
control layers [1–3]. Each preceding layer provides the required
set‐points (references) for its immediate layer succeeding it.

Typically, three layers are used for microgrid control [1–3].
The primary control layer represents the relevant DER
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controllers, which regulate the voltage and frequency of each
individual source. The secondary control layer sends the power
references to the primary layer given some objective for the
microgrid, such as power sharing or cost optimisation. Finally,
the tertiary layer coordinates the operation of multiple
microgrids or the operation of the microgrid within the dis-
tribution system. This paper presents the design and perfor-
mance of the first two control layers namely, the primary and
the secondary layers.

As the primary control layer is designed for the regulation
of the DERs, the stability of the entire system depends on the
appropriate design of the primary controllers.

For the case of AC microgrid control systems, the stability
of operation is verified only by simulation. There are few ex-
amples of the mathematical analysis of the AC Microgrid, and
most of these analyse droop‐based systems [4, 5]. The stability
of the AC microgrid, considering the non‐linear elements in
the circuit, can be verified using the large signal model. This is
necessary to capture the non‐linear behaviour of the electrical
power as a function of the voltage and phase angle during the
transient states [6]. This analysis can be implemented with the
help of the Lyapunov's methods [4, 5].

The use of the Lyapunov method to guarantee the stability
of a microgrid controller can be found in control systems such
as in refs. [7, 8]. Similarly, in ref. [9] the Lyapunov stability
method is applied to a single DER as a general analytical tool
for microgrids of any arbitrary number of buses. In ref. [10] the
Lyapunov method is used to improve the current response of a
DER under normal and faulty conditions in the microgrid's
circuit, considering the current response of the AC microgrid.
However, in this studies the reliability of the control system
was not considered.

Once stable operation is guaranteed, the secondary control
layer can be designed to direct the primary controller to satisfy
the objective of the secondary control layer. Depending on the
type of control used in the microgrid, among other objectives,
the power schedule generated could be used to regulate the
power sharing of the DERs, or as in this paper, the power
schedule generated is used to maximise the economic benefit
of the DER owners within the microgrid.

The secondary control layer can be designed to mimic the
centralised control schemes of a utility transmission grid, in
which a single control unit regulates the operation of the in-
teractions between stakeholders within the system [11]. How-
ever, this approach has two overarching flaws (i) it leaves the
entire microgrid's operation vulnerable to a single point of
failure and (ii) it creates a privacy vulnerability as all the in-
formation of the system must be shared to generate an opti-
mum power schedule.

Both of these disadvantages are avoided with a distributed
control design of the secondary control layer. In contrast to a
centralised control structure, in a distributed control structure,
each distributed controller, which regulates a DER in the
microgrid, has more autonomy to solve local power scheduling
problems while is also capable of cooperating with the rest of
the microgrid, forming a communication network that, as a
whole, reaches a global objective. The ability of the distributed

control to respond in real‐time is still needed to be demon-
strated as examples of these designs are not yet fully validated
for real‐time scenarios [12].

Multi‐Agent System (MAS) control has been implemented
to realise distributed control for microgrids, where an agent is a
single unit of artificial intelligence capable of interacting with
other agents. The actions an agent can take are programmed in
what is known as behaviours. The agents are organised in
containers, and the collection of all containers of the same
MAS is referred to as the MAS platform. It follows that in the
context of a distributed hierarchical control system, a MAS
platform applies to the secondary control layer. Examples of
this approach are found in refs. [2, 13–15] where the MAS was
used for a consensus protocol for power flow distribution
between a central controller and distributed primary
controllers.

It is obvious that there needs to be a communication
network implemented to enable efficient communication be-
tween agents. However, the existence of such a network may
introduce a single point of failure in the absence of any resil-
ience or fault‐tolerance mechanism in the secondary control
layer. To solve this, it is necessary to include a fault‐tolerance
mechanism in the secondary control layer, which allows the
control system to continue operation even in the event of a
failure in the communication network.

In the case of MAS platform, it is possible to implement a
restoration service with these properties, adding resilience to
the secondary control layer [2]. These services can be analysed
with the use of graph theory, in particular, with the use of the
characteristic polynomial (or the L‐polynomial) of the under-
lying connection matrix, also known as the Laplacian, of the
graph representing the communication network between
agents [16, 17].

The restoration service in this paper is based on periodic
communication between the distributed controllers. While
some authors consider this type of communication more
computationally expensive [18], this type of communication
allows the detection of broken communication links or unre-
sponsive controllers, allowing the rest of the system to remove
such components from the communication network and
continue operation.

To increase the reliability of distributed generation in the
form of microgrids, it is important to verify the stability of
such systems during transient and steady state. The stability of
the system results from the interaction of the primary control
layer with the physical layer, in the case of hierarchical control
schemes. Validation of the primary control layer is often
limited to simulation of the proposed controllers, however this
approach is limited as can only show stability for the condi-
tions set in the specific case study. Additionally, the stability
analysis is often limited to linear systems that may neglect the
non‐linear nature of microgrid's power flow.

The Lyapunov stability analysis, on the other hand, can be
used to mathematically define the conditions for stability of a
non‐linear system. For the case of non‐linear systems, there are
two methods based on Lyapunov analysis. The first one is
based in the linearisation around the equilibrium point,
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however this method is valid for stability in the small‐signal
case. The second method is based on verification of Lyapu-
nov's theorems of the equilibrium point in combination with
Lyapunov functions. Given that the second method captures
the non‐linear properties of the system, the second method is
useful to analyse the stability of the system for the large‐signal
case as well. The equations used for the Lyapunov's second
method will be presented in Section 3.

Once the microgrid's control system integrates stability and
resilience as part of its design, it is critical that the operation of
the microgrid is economically optimal to further facilitate the
transition from centralised to distributed generation as a viable
way to combat negative effects of increased carbon emissions
and aid with decarbonisation of the energy systems.

To achieve cost‐effective power management in the
microgrid, the secondary control layer realised by the MAS
platform generates the power schedule to minimise cost of
supply in the medium term.

However, given some components in the system such as
batteries cannot change their states of charge instantaneously
and given that there is an inherent uncertainty from variability
of electricity prices from the main grid, it is necessary to
implement an efficient and yet fast forecast process in the
secondary control layer, considering the conditions imposed by
the distributed design.

Total supply Cost minimisation of the microgrid in a
distributed environment requires that the power management
does not rely on a centralised signal, therefore, auto‐regression
forecast models are proposed in this paper as a suitable solu-
tion, as they can perform the forecast using only local infor-
mation [19]. The use of auto‐regressive models for forecast
requirements in a MAS platform has been reported in Ref. [20],
where wind speed and wind power generation forecast were
realised by an Auto regressive External (ARX) model for one‐
minute ahead predictions. In ref. [21] an ARX model is used as
part of a day‐ahead electricity price forecast; however, the
external input requirement increases the centralisation of the
forecast, making these type of methods unsuitable for
distributed control.

Markov Chain Monte Carlo (MCMC) methods are Bayesian
methods used to estimate the parameters of a Probability Den-
sity Function, given some historical data [22]. Applications of
MCMC methods for distributed generation to estimate solar
generation can be found in ref. [23], and in ref. [24] for wind
speed forecasting.

The Non‐linear auto‐regression Network (NARNET) is
used to generate future time steps in a non‐linear time‐series,
without the need of any other external input [25]. With regards
to the way of organising the layers of the NARNET, there are
three main ways, having a single layer, layers connected in se-
ries and layers connected in parallel [26, 27].

Additionally, applications of Monte Carlo methods and
Artificial Neural Networks (ANNs) have appeared in the
literature, such as in ref. [28], where a centralised energy
management system used a deep neural network as a simula-
tion tool to extract samples of a multi microgrid system's
response to price signal. By doing many iterations and treating

the data with a Monte Carlo method, the system was capable to
minimise peak to average ratio and maximise energy profits for
the Distribution System Operator. The MCMC and NARNET
methods are therefore studied in this paper to achieve cost
minimisation in the microgrids' distributed control.

Although microgrid control systems in the literature are
validated for one or two of the elements shown in Figure 1,
there is still a need to verify that microgrid control systems
contain all of the elements to achieve resilient and cost‐
effective operation of distributed generation. This paper aims
to demonstrate that the proposed control system has all of
these properties, with the use of mathematical analysis and
real‐time simulation models.

1.1 | Key contribution

The key contribution of this work can be summarised as
follows:

� Proposition of a novel AC microgrid hierarchical control
system that is simultaneously stable, resilient to communi-
cation failure and suitable for real‐time distributed control
with supply cost minimisation capabilities under price un-
certainty. The stability of the AC microgrid, with a distrib-
uted control system is verified with the use of Lyapunov's
method at the primary control layer in combination with the
physical layer. The secondary control layer implements a
MAS and auto‐regression forecast models for optimal po-
wer management, with resilient operation capabilities under
normal and faulty conditions, analysed with the use of graph
theory.

� Analysis of the ability of the proposed control system to
achieve supply cost minimisation with the use of electricity
price forecast suitable for real‐time distributed control.
Improvement of price forecast models for distributed real‐
time microgrid control for the UK's electricity is also pre-
sented. The forecast models are compared in terms of total
supply cost achieved when integrated in the control system.

� Validation of the stability, resilience and cost minimisation
capabilities of the proposed control system with the use
mathematical models and real‐time simulation models,
including scenarios under normal and faulty conditions at
the communication network of the microgrid's control
system. The simulation model of the physical layer and the
primary control layer is realised by an OPAL‐RT real‐time
simulator while the communication network at the sec-
ondary control layer is realised externally by a network of
Raspberry Pi's.

� Finally, the performance of the entire control system oper-
ation is verified in real‐time operation, with the use of an
OPAL‐RT simulator for the microgrid model and the pri-
mary control layer, and a network of Raspberry Pi's for the
secondary control layer.

The rest of the paper is organised as follows: Section 2
describes the hierarchical control framework and all the
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mechanisms required to achieve cost minimisation. Section 3
elaborates on the primary control stability and on the resilient
design of the secondary control. Section 4 defines the test case
for the microgrid control application. Section 5 shows the
simulation and results details and the paper finalises with the
conclusion in section 6.

2 | HIERARCHICAL CONTROL

As mentioned before, hierarchical control for microgrids is
divided in two layers, in this paper, the secondary control layer
is used for the power management of the microgrids, by
sending the power references to the primary control layer,
which in turn regulates the electrical operation of the DERs in
the microgrid in real‐time.

The next subsections present the application of each layer
in terms of the cost minimisation objective for real‐time
distributed control. The stability analysis of the primary con-
trol layer and resiliency of the secondary control layer is then
explained in more detail in the latter sections of the paper.

2.1 | Primary control

The primary control in this paper has the objective of regu-
lating the voltage and phase angle of each DER whilst main-
taining the frequency constant, as opposed to decentralised
droop‐based methods, in which the active power flow of
each DER is proportional to the frequency, mimicking the
inertia of rotational machines. The primary control layer in this
paper operates by following the power references (set‐points)
generated from the secondary control layer as shown in the
blue regions in Figure 2, which are scheduled in such a way to
achieve an optimal cost operation.

Each primary controller in this work regulates the voltage
and frequency response of each DER and ESS to be main-
tained within the UK standard, of 400 −6% + 10% Vline and
50 � 1% Hz. The primary controller consist of two control
loops, the first one regulates voltage and the second one reg-
ulates power. This design allows stable interaction between the
electrical circuit of the DERs, which extends to the microgrid,
and the secondary control layer. The stability of this design will
be presented in later in this paper.

The design of this control layer is required to be
compatible with the distributed control of the secondary
control layer. For this reason, the primary controllers are
designed to operate using the dq0 reference frame. This allows
the primary controllers to calculate the power flow of the
system locally, and in turn regulate the bus voltage and phase
angle of their DERs according to the references sent by the
distributed secondary controller.

Even though the controller can function with only voltage
references, a power schedule can be supplied as power refer-
ences to achieve secondary level objectives, in this mode of
operation, the primary control layer adjust the voltage and
phase angle of each DER and ESS to follow their power
schedule. This process is presented in the following subsection.

2.2 | Secondary control

The objective of the secondary control layer in this paper is
the minimisation of the total supply cost to the microgrid
by solving the global cost minimisation problem and
generating the corresponding power references of the
DERs for the primary control layer. The design of the
secondary control layer, as mentioned previously, must be
compatible with distributed control and resilient operation
requirements, for which the price forecast methods required
for optimal operation are solved locally using only available
historical data.

To achieve distribution of the secondary control layer, the
global cost minimisation problem is broken down into local
problems such that each task can be assigned to the individual
agents in the MAS platform that realise the secondary control.
Once the power schedule is obtained by solving the cost
minimisation problems of each DER and ESS, the corre-
sponding agent sends the power references to each of the
primary controllers of the DERs. The secondary control layer
is depicted as the grey region in Figure 2. The agents used for
the secondary control layer and their organisation is explained
in the next subsection.

2.2.1 | Global cost optimisation

The operation of the secondary layer as a whole has the
objective of minimising the total supply cost of the microgrid,
considering buying and selling from/to the grid, from the
point of view of the owners of the DERs and ESS.

To minimise the cost of supply of the entire microgrid the
following optimisation problem is solved:

min
X

i

X

j
cj
� �
PjðiÞ

�
; ∀j ∈K ∧ ∀i ∈N ð1aÞ

s:t: Pjmin ≤ Pj ≤ Pjmax; ð1bÞ

SOCmin ≤ SOC ≤ SOCmax; ð1cÞ

F I GURE 1 Elements of the distributed control System model
implementation in real‐time simulation.
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SOCðiþ 1Þ ¼ SOCðiÞ − ηPðiÞ; ð1dÞ

PLðiÞ −
X

j
PjðiÞ ¼ 0; ∀j ∈K; ∀i ∈N ; ð1eÞ

½P Q� ∈ ½PðXÞ QðXÞ�; ∀X ∈DX ð1fÞ

where cj (.) is the cost function of each source j of DERs and
ESS, K is the set containing all the generation sources. Pj and
Qj are the active and reactive powers sent by source j at each
hour i for a period N, in the set N ¼ f1…Ng. Each power Pj
is bounded by a minimum Pjmin and maximum Pjmax. Similarly,
the State of Charge (SOC) is bounded by a minimum SOCmin

and a maximum SOCmax, the SOC depends on its previous
value, the power P(i) and η, which models the capacity and
round trip efficiency of the ESS. The Load PL and generation
in the microgrid must be equal. The last constraint is used to
guarantee Lyapunov stability and limits the power references
sent to the primary control, expressed in terms of the state
variable X in the domain DX , which will be explained in detail
in the next section.

The cost minimisation mechanisms must be designed to
work in a distributed control setting, considering the fact that
the system needs to do price forecast to generate the power
references for the DERs and ESS. These requirements are
addressed by the MAS design and price forecast models pre-
sented in the next subsections.

2.2.2 | Multi‐Agent System

The MAS approach is used to realise the distributed secondary
control. In every MAS application, there are three general
agents for the operation of a distributed control, namely the
Agent Manager Systems (AMS), the Directory Facilitator (DF),
and the Remote Monitoring Agent (RMA). The AMS is in
charge of creating and terminating agents, the DF serves as the
yellow pages, receiving requests and offers for services from
the rest of agents, informing the relevant agents when there is a
match for service and demand. In other words, it allows the
formation of the communication networks among the rest of
the agents. The container that hosts the AMS and DF agent is

F I GURE 2 Distributed hierarchical control system architecture as presented in this paper and implementation in a real‐time simulation environment. The
pink region illustrates the primary control layer whose stability is verified using the Lyapunov's direct method. The grey region shows the secondary control layer
containing the MAS platform together with its underlying communication structure. The reliability of the MAS platform communication structure is analysed
with the help of graph theory. The green region represents the physical microgrid model which is implemented in an OPAL‐RT simulation environment. The
MAS platform is implemented using a network of Raspberry Pis.
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the Main container. The RMA serves as a communication
channel between containers in different computers, which
contributes to control distribution at the communication
network level.

The global cost optimisation is realised by the agents
designed for the microgrid operation by solving the local
optimal operation of each part of the microgrid. Subsequently,
through cooperating with each other, the agents generate the
power schedule to be sent to each of the primary controllers.
The agents communicate with each other using Agent
Communication Language (ACL) messages, sending and
receiving information such that the entire MAS platform is
capable of generating a power schedule that minimises total
supply cost for the microgrid. Figure 2 illustrates the
communication between the agents and the control layers as
arrows.

In this paper, each DER and ESS in the microgrid have a
corresponding agent container with the agents used for
distributed microgrid control. The three agents designed spe-
cifically for the microgrid control presented in this paper are
described as follows:

DER agent: This agent is used to calculate the power
references of each DER based on the electricity price forecast
and the DER's cost function. The DER agent behaviour is
an internal loop of 10 milliseconds that manages the
communication with the DF agent, AMS and corresponding
Grid Agent (GA). Once all the messages are sent and
received, the agent uses the price forecast π(i) at hour i,
provided by the GA, and the DER cost function cj (.) to
generate the corresponding power references and then send
them to the primary control using TCP/IP. The power
schedule is the solution of the following local cost mini-
misation problem:

min
X

i
πðiÞ

�
Pjmax − PjðiÞ

�
þ
X

i
cj
� �
PjðiÞ

�
; ∀i ∈N ð2aÞ

s:t: Pjmin ≤ Pj ≤ Pjmax; ð2bÞ

½P Q� ∈ ½PðXÞ QðXÞ�; ∀X ∈DX ð2cÞ

The cost function of each DER is:

cj
�
PjðiÞ

�
¼

(
cBPjðiÞ þ cC þ cs PjðiÞ ≠ 0
0 PjðiÞ ¼ 0

∀i ∈N ∧ ∀j ∈K

ð3Þ

where the start‐up cost function cs is:

cs ¼

(

s
�
Pjði − 1Þ ¼ 0 ∧ PjðiÞ > 0

�
∨ Pjð1Þ > 0

0 otherwise
;

∀i ∈N ∧ ∀j ∈K

ð4Þ

where cB and cC are generator specific cost parameters and s is
the start‐up cost [29].

The local problem solved by the DER agent is limited to
minimising the total supply cost of a specific source j with
respect to the price forecast, along a period N in N . The DER
agent programmed behaviour considers if the start‐up cost is
worth to be paid based on the future prices and the current
state of the DER, especially when the price forecast varies
closely to cBPjmax + cC.

ESS agent: This agent regulates the charge and discharge
of the battery, based on the electricity price forecast, by
sending the power reference signals to its primary controller
according to the following local total cost minimisation
problem:

min
X

i
πðiÞ

�
PjmaxðiÞ − PjðiÞ

�
; ∀i ∈N ð5aÞ

s:t: Pjmin ≤ Pj ≤ Pjmax; ð5bÞ

SOCmin ≤ SOC ≤ SOCmax; ð5cÞ

SOCðiþ 1Þ ¼ SOCðiÞ − ηPðiÞ; ð5dÞ

PL −
X

j
Pj ¼ 0;∀j ∈K ð5eÞ

½P Q� ∈ ½PðXÞ QðXÞ�; ∀X ∈DX ð5fÞ

To solve the local cost minimisation problem of the ESS,
considering the dynamic behaviour of the SOC, the ESS agent
determines the power references based on the current elec-
tricity price, the price forecast, the ESS model and the current
SOC.

The power references are generated by modelling the
battery in advance to steer the SOC such that a power
schedule is available by applying offline Model Predictive
Control. The ESS agent then applies energy arbitrage for
supply cost minimisation. This allows, for example, steering
the SOC to be at maximum at the moment of peak price or
to be at minimum at the moment of lowest grid price, to
maximise profits from selling energy and minimising costs
from buying energy from the grid. To do this, the ESS agent
requests a price forecast sufficiently long from the GA
(explained in the next subsection), such that the ESS agent
always has enough time to completely charge or discharge the
battery to maintain optimal operation in terms of cost. The
DER and ESS agents operate in separate MAS containers,
solving their optimisation problems locally based on the price
forecast supplied by their corresponding GA, illustrated in
Figure 2.

Grid Agent: The GA at each agent container, which cor-
responds to each bus with distributed generation in the
microgrids, generates a price forecast signal based on historical
price data stored locally to be sent to the corresponding DER
and ESS agents.

This agent is created in each agent container, as requested
by other DER or ESS agent to the AMS, such that each
container is independent of external control signals in terms of
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microgrid control, in line with distributed control re-
quirements. All of the agents for microgrid control subscribe
to the DF agent, such that they can send and receive the
corresponding ACL messages for microgrid's power manage-
ment. The resiliency of the MAS platform in case of a faulty
main container is presented in the next section.

Two price forecast models where studied in this work and
applied to the GA, as presented in ref. [30], the NARNET and
the Weighted Average (WA). Both forecast methods are pre-
sented in the next two subsections.

2.2.3 | Forecasting methodologies

The price forecast models presented in this section are suitable
for distributed control, such that operation of each DER does
not depend on an external signal, which could represent a
single point of failure for the operation of the microgrid. The
results shown our previous work [19] demonstrate that the
difference in having independent forecasts in each DER bus is
minimal in terms of cost. This in turn affirms the use of in-
dependent forecast signals generated locally for distributed
control purposes, even with the small variations in the price
forecast models used. The two forecast models used in this
paper are explained in the following:

Weighted Average: The WA price forecast model is
composed by previous prices, parameters obtained using the
MCMC method, and weight coefficients. The coefficients are
obtained by applying the Quasi‐Newton numerical solver. The
WA price forecast model F1 is described as:

F1 ¼ w1pi−24 þ w2pi−168 þ w3πa þ w4πb þ w5πc ð6Þ

where pi−24 is the price for the previous day, pi−136 is the price
for the previous week, πa is the average price for the same day
of the week, πb the average price of the season and πc is the
average price of the entire data. The averages πx are estimated
from the UK data set using the MCMC with Metropolis–
Hastings algorithm [30, 31], and the weights wj are obtained
by solving a least squares regression problem:

min
W

X

i

�
pi − πiðWÞ

�2
; ∀i ∈ m ð7aÞ

where W is a vector containing the weights of Equation (6) for
the hours i in the period m represented by the data set
m = {1…m}.

NARNET: The NARNET is trained using the Levenberg–
Marquardt back‐propagation algorithm, by randomly separating
15% of the time steps for training, 15% for validation and the
rest for evaluation.

For this forecast method, the daily prices are treated as the
input vector for the ANN, which in turn outputs the next day
price prediction, using a delay size of 1 week and two layers as
shown in Figure 3. This means that the ANN stores the in-
formation of the previous prices as part of the auto‐regression

model. The NARNET price forecast method F2 is formulated
as follows:

F2 ¼W2σðW1Dþ B1Þ þ B2 ð8Þ

where W1 and W2 are the neuron weight matrices, B1 and B2
are the bias vectors of each layer of the NARNET, and D is the
delay vector, or ‘memory’ of the NARNET, defined as:

DðtÞ ¼
h
pt−1 pt−2⋯pt−td

iT
ð9Þ

where pi are the prices at each hour i, storing up to td hours
and σ is the logistic sigmoid activation function of the hidden
layer [32]:

σðW1Dþ B1Þ ¼
1

ð1þ e−W1DþB1Þ
ð10Þ

As the NARNET operates, the values in D shift positions
with the next time step, eliminating the oldest information first,
while D is updated through the network's feedback loop. The
NARNET architecture is shown in Figure 3.

For the MAS application, the GA implements either
Equation (6) or Equation (8) for the price forecast, as π = F(t),
which is then sent to the corresponding DER or ESS agent to
generate the power references for the primary control.

3 | RESILIENCY AND STABILITY IN A
DISTRIBUTED CONTROL
ENVIRONMENT

Even though the microgrid must enable the optimal power
scheduling for cost minimisation, it must also be able to
maintain stable operation under load and DER variations. To
this end, the limits of operation of the primary control are
defined for asymptotic stability operation, using Lyapunov
stability analysis, to guarantee that the primary control layer is
stable.

To guarantee resilient operation of the secondary control
layer in the event of loss of one of the nodes of the commu-
nication network of the secondary control, a restoration service
is implemented, which is analysed in terms of graph theory,
with the MAS communication network modelled as a con-
nected graph. The mechanisms for resilient and stable micro-
grid operation of each layer are explained in the following
subsections.

F I GURE 3 Non‐linear auto‐regression Network (NARNET)
architecture applied by the GA.

196 - CRUZ VICTORIO ET AL.

 25152947, 2023, 2, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/stg2.12089 by T

est, W
iley O

nline L
ibrary on [27/04/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



3.1 | Lyapunov stability

The following part will outline the necessary conditions to
guarantee the steady state stability of the microgrid, analytically
using Lyapunov's directmethod, which is required for non‐linear
systems, as is the case here. The analysis is done considering a
distributed control environment in an AC microgrid. The anal-
ysis is applied to the pink region shown in Figure 2.

The system stability can be analysed by analysing the sta-
bility of each control loop as follows:

3.1.1 | Inner loop

The inner loop regulates the voltage of the power converter
with the aid of the LCL filter depicted in the green region of
Figure 2. The dynamics of the inner loop consider the effect of
the LCL filter and the line connecting the two buses. The
stability is established by the stability of the current with
respect to the voltage output from the power converter VU
and the grid bus voltage VS:

VU ¼ LU
dIU
dt
þ VC ð11Þ

VC ¼
1
C

Z

ðIU − ISÞdt ð12Þ

VC ¼ LS
dIS
dt
þ RIS þ VS ð13Þ

where IU is the converter output current, IS is the bus current,
LU is the inductance at the converter side, LS is the inductance
at the bus side, C is the capacitance, and VC is the capacitor
voltage of the LCL filter. Transfer functions for IS are:

T1 ¼
IS
VU
¼

1
LULSCs3 þ RLUCs2 þ ðLU þ LSÞsþ R

ð14Þ

T2 ¼
IS
VS
¼ −

LUCs2 þ 1
LULSCs3 þ RLUCs2 þ ðLU þ LSÞsþ R

ð15Þ

As there are no sign changes in the terms of the de-
nominators, and all terms are positive, all roots have negative
real parts, which in turn guarantee open loop stability with
respect to VS. In a similar manner, it is possible to find gains
for PI control such that the system is closed loop stable with
respect to VU.

3.1.2 | Outer loop

As the inner function is stable, the outer loop must be
asymptotically stable to establish stability of the entire cascade
control [33]. The outer loop models the dynamics of power
flow between buses according to the following equation:

SS ¼ 3
VS

R2 þ ω2L2 ððRVS − RVRcosδ − ωLVRsinδÞ

þ iðRVRsinδþ ωLVS − ωLVRcosδÞÞ ð16Þ

where SS is the apparent power sent, VS is the sending bus
voltage, VR is the receiving bus voltage, δ is the phase angle
between VR and VS, ω is the angular velocity, R is the resis-
tance of the line, and L is the inductance of the line.

Selecting VR and δ as the variables and treating the rest of
parameters as constant, the following system of equations can
be formulated for the active power P and reactive power Q
sent from the converter to the bus:

PðVR; δÞ ¼ K1ðRVRcosδþ ωLVRsinδ − RVSÞ ð17Þ

QðVR; δÞ ¼ K1ðωLVRcosδ − RVRsinδ − ωLVSÞ ð18Þ

K1 ¼
3VS

R2 þ ω2L2 ð19Þ

By selecting the appropriate state variables, X1 and X2, the
closed loop integral control is formulated as follows:

VR ¼ X1 þ VS ð20Þ

−δ¼ X2 ð21Þ

PðX1;X2Þ ¼ K1ðX1ðRcosX2 þ ωLsinX2Þ

þ VSðRcosX2 þ ωLsinX2Þ − RVSÞ
ð22Þ

QðX1;X2Þ ¼ K1ðX1ðωLcosX2 − RsinX2Þ

þ VSðωLcosX2 − RsinX2Þ − ωLVSÞ
ð23Þ

_X1 ¼ −K1ðX1ðRcosX2 þ ωLsinX2Þ þ VSðRcosX2

þ ωLsinX2Þ − RVSÞ
ð24Þ

_X2 ¼ −K1ðX1ðωLcosX2 − RsinX2Þ þ VSðωLcosX2

− RsinX2Þ − ωLVSÞ
ð25Þ

which has a solution in _Xð0Þ ¼ 0, where X ¼ ½X1X2�
T . To

demonstrate Lyapunov local Asymptotic Stability by the direct
method, a candidate function V must have the following
properties [34, 35]:

V ð0Þ ¼ 0 ð26aÞ

V ðXÞ > 0;X ≠ 0;X ∈DX ð26bÞ

V ðXÞ→ ∞; kXk→ ∞ ð26cÞ

_V ð0Þ ¼ 0 ð26dÞ

_V ðXÞ < 0;X ≠ 0;X ∈DX ð26eÞ
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The function V and domain DX are selected as follows:

V ðXÞ ¼ 1=2X2
1 þ 1=2X2

2;X ∈DX ð27Þ

DX ¼ fX ∈ RjV ðXÞ ≤ α; 0 ∈DX ; DX is continuousg ð28Þ

As V has infinitely many solutions, DX is constrained such
that it delimits a closed contour inside one of the closed level
curves at value α around the origin. To meet the properties of a
Lyapunov function, the domain DX is defined to contain only
one solution for V(X ) = 0 and _V ðxÞ ¼ 0 at X = 0.

Calculating the derivative and substituting the time de-
rivatives from the system in Equation (20) the following is
obtained:

_V ðXÞ ¼ X1 _X1 þ X2 _X2;X ∈DX

¼ − K1X1ðX1ðRcosX2 − ωLsinX2Þ

þ VSðRcosX2 − ωLsinX2Þ − RVSÞ

− K1X2ðX1ðωLcosX2 þ RsinX2Þ

þ VSðωLcosX2 þ RsinX2Þ − ωLVSÞ ð29Þ

Given that Equations (27) and (29) meet the conditions set
in Equation (26) V is proven to be a Lyapunov function and
therefore, the primary control is stable. The stability limits of
the voltage imply a stability limit in the power that can be
exchanged from one bus to another in the grid, as the voltage
drop is directly proportional to the current in the cable and in
turn, proportional to the power flow.

Figure 4 shows a rendering of _V ðXÞ with the level
curves on top, showing that the derivative is concave with a
single root at 0 for a domain that delimits any of the closed
level curves.

Figure 5 shows the level curves of _V overlaid with the
trajectories of _X to show that the system is locally asymptot-
ically stable if the starting point is inside one of the closed level
curves for an arbitrarily small error as all trajectories, shown as
the blue arrows, point towards X = 0.

To guarantee that the two loops of the primary controller
do not interfere with each other, the time domain response of
the line current I(t) between the buses is calculated:

ffiffiffi
2
p
VSsinðωtÞ ¼ RIðtÞ þ L

dIðtÞ
dt
þ

ffiffiffi
2
p
VRsinðωt þ δÞ ð30Þ

With Laplace transform equation:

IðsÞ ¼
K2s

s2 þ ω2 þ
K3

s2 þ ω2 þ
K4
R
L þ s

ð31Þ

where K2, K3, and K4 are constants that are obtained by solving
the following matrix:

2

4
L 0 1
R L 0
0 R ω2

3

5

2

4
K2
K3
K4

3

5¼

2

4
0

−
ffiffiffi
2
p

VRsinðδÞffiffiffi
2
p

VSω −
ffiffiffi
2
p

VRcosðδÞ

3

5 ð32Þ

With rest initial conditions, the current in time domain is
expressed as follows:

IðtÞ ¼
ffiffiffi
2
p

L2ω2 þ R2

�
ðLωðVRcosδ − VSÞ − RVRsinδÞcosðωtÞ

þ
�
RðVS − VRcosδÞ − VRsinδL−1ω

�
sinðωtÞ

þðLωðVS − VRcosδÞ þ RVRsinδÞe−
R
L t
�

ð33Þ

F I GURE 4 Visualisation of the derivative of the Lyapunov function.
This figure illustrates the negative semidefinite property of the derivative
with respect of time of the Lyapunov function.

F I GURE 5 Time trajectories of the state space of the outer loop
according of the Lyapunov function. The vector field of the state space
illustrates the attraction of the equilibrium point in the centre,
demonstrating asymptotic stability.
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It can be observed in Equation (33) that the transient state
depends only on the last term, lasting 5R/L seconds, after
which the current stabilises. If the current and voltage are
stable, then the power will also be stable. This sets an upper
limit on how fast the outer loop can operate and a lower limit
on how slow the inner loop must be to prevent interference
between each other.

As long as all the conditions described are met, the primary
controllers will reach stable operation, however the system
must also be resilient at the secondary control level. The next
section will briefly review the mathematical theory used to
assure the connectivity in the communication network of the
secondary control and therefore guarantee its resilience.

3.2 | Secondary control resilience

In this section, the resiliency of the MAS communication
network in the secondary control layer against faults is pre-
sented by modelling the underlying MAS communication
network as a connected graph. The reliability analysis of the
control system is applied to the grey region in Figure 2.

3.2.1 | Graph theory overview

A graph G can be defined as the set of vertices VG and edges
EG between them. They are represented by the equation:

G¼ ðVG;EGÞ ð34Þ

For the set of vertices VG:

VG ¼ fv1;…vng ð35Þ

Elements of EG are denoted as the pair of vertices vj and vi
that are connected:

�
vi; vj

�
∈ EG ð36Þ

For every graph G we can define the adjacency matrix AG
of size |VG| � |VG| with elements aij:

aij ¼

(
1

�
vi; vj

�
∈ E

0
�
vi; vj

�
∉ E

; ð37Þ

And the degree matrix DG of size |VG| � |VG| with ele-
ments dij:

dij ¼
�
Ni i¼ j
0 i ≠ j ; ð38Þ

where Ni is the amount of neighbours connected to node vi. If
the number of incoming edges is the same as the number of
outgoing edges to every node, the graph is said to be balanced,
which can be observed by verifying that the columns and rows

of the Laplacian matrix LG are equal to zero. Where LG is
defined as:

LG ¼DG − AG ð39Þ

The eigenvalues of the Laplacian, which have information
about the graph, can be found by finding the roots of its L‐
polynomial according to the following:

jLG − λIj ¼ 0 ð40Þ

where roots in terms of λ are the eigenvalues. For the case of the
L‐polynomial CG of the union of disjoint subgraphs with indi-
vidual L‐polynomials CGi up to k subgraphs, the equation is:

CG ¼
Y
CGi ∀ i ∈ k ð41Þ

In a bidirectional communication network, such as in this
case, the Laplacian matrix of the network's graph is singular,
which leads to the existence of at least one eigenvalue λ = 0. It
follows that the multiplicity of the eigenvalue λ = 0 indicates
the number of separate subgraphs in the graph [36]. In other
words, the smallest exponent of the L‐polynomial reflects the
number of networks in the system. If this exponent is 1, then
the communication network is fully connected. The next
subsection describes the mechanism implemented in the MAS
to guarantee this mathematical property in the microgrid
control under normal and faulty conditions.

3.2.2 | Restoration service

The proposed MAS control platform for the secondary control
layer has this service installed to maintain the operation of the
microgrid even during faulty conditions in one part of the
system, which increases the reliability of the system overall, as
the rest of the system remains in operation.

The fault‐tolerance mechanism is triggered in any of the
following cases, which are represented in Figure 6a. The
communication link between containers is broken. b. Loss of
agent container in the MAS c. Loss of the main container in
the MAS.

For the first case, each side of the communication link will
assume that the other side is no longer in the system. The side
without a main container will launch a copy of the main
container from the backup and assume leadership of the
remaining container or containers in the network. This case
results in two independent MAS applications working in the
same microgrid.

In the second case, the primary controller keeps the last
instruction sent by the secondary control at the corresponding
lost container. The TCP/IP port would become available to be
controlled by another container if there is a communication
link available between the MAS and the primary control. If this
is not the case, then the primary controller will follow the last
instruction until the fault is cleared.
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In the third case, the next backup in the User Datagram
Protocol (UDP) ring launches a copy of the main container
and assumes the address of the original main container. In this
scenario, only the main container backups in the UDP ring will
be notified, while the transition is seamless for the rest of the
control system. There is also no effect from the primary
controller point view as this type of fault can only be detected
from the UDP ring.

This mechanism allows for fault‐tolerance without a cen-
tral controller, which is a common argument against distrib-
uted and decentralised controllers in terms of reliability. The
hierarchical control with all the mechanisms described for
optimal power schedule and resilient operation will be imple-
mented in the test case for its evaluation.

4 | TEST CASE

The microgrid model used in this paper is composed of three
controllable sources, a fuel cell, a Micro Turbine and a battery
(ESS) as shown in Figure 7 with the same cost function pa-
rameters as presented in ref. [19]. The percentages show the
load distribution and the numbers represent the buses that are
being measured in the next section. The lines and load over
time are the same as describe in ref. [19].

The microgrid model and the corresponding primary
controllers are simulated in an OPAL‐RT real‐time simulator
(Series OP57001 with an Intel Xeon E5, 4 cores, 3.0 GHz
CPU. The software used to generate the simulation model is
RT‐LAB version 11.3.3.62. The secondary control is realised
by the MAS platform, composed of two Raspberry Pi models
3B+ micro‐computers, with a 1.4 GHz 64‐bit quad‐core ARM
Cortex‐A53 CPU and 1 GB of RAM, and a PC connected via
Ethernet. For the price prediction, each computer is loaded
with the UK price data from Nord pool from 29/12/2017 to
27/02/2020.2 with resolution of one hour. Hardware used for
training the forecast methods includes a desktop with an i7‐
6700 CPU at 3.40 GHz with 16 GB of RAM and a desktop

with an i5‐7500 CPU at 3.40 GHz with 8 GB of RAM. The
software used for training is MATLAB R2019a (9.6.0.1099321)
64‐bit. The NARNET is set to have 5 neurons in the hidden
layer and a memory of 1 week. The real‐time simulation is used
to verify the viability of the control system in a much more
realistic scenario than the offline simulation.

Two 24 h scenarios are run, in the first one, all the DERs
operating and in the second one, a fault is induced at the ESS
secondary control at 12 h to test the fault‐tolerance mechanism
of the system.

The total supply cost of the microgrid is calculated for
each price forecast model and the real price, considered the
ideal case, for each of the following cases: no weekends and no
outliers, no weekends, no outliers and all data. Following the
cost analysis done in our previous work [30], all the prices are
adjusted to double and triple the values of the original data set,
as the original data set is intended for wholesale market, which
doesn't completely reflect the electricity price to the con-
sumers. The price adjustment helps to visualise the effect of
the accuracy of the forecast model in terms of cost with
respect to available generation for sale. It is assumed that the
microgrid can trade with the grid at the UK price to buy and
sell energy, and in all cases the reactive power reference is set
to zero.

5 | SIMULATION AND RESULTS

After the real‐time simulation is completed the simulations
results are organised in the simulation for the system under
normal conditions and the system under fault conditions.
Finally, the cost analysis is presented to validate the capability
of the control system to achieve minimal costs based on the
scenarios tested.

F I GURE 6 Graph representation of modes of failure of the MAS
communication network covered by the restoration service. The
functioning nodes are represented by the green nodes and in red the faulty
nodes and communication links. (a) The communication link between
containers is broken. (b) Loss of an agent container in the MAS
platform (c) Loss of the main container in the MAS platform

F I GURE 7 Microgrid circuit test model.

1
For more information about this simulator please visit: https://www.opal‐rt.com/
resource‐center/document/?resource=L00161_0337)
2
For more information about market data offered by Nord Pool please visit https://www.
nordpoolgroup.com
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5.1 | System performance under normal
conditions

It can be observed in Figure 8 that the primary controller
adjust the voltage according to the changes of the load and
accommodates for the power references from the secondary
control simultaneously.

As is can be seen in Figure 9 the voltages for the buses
across the microgrid remain within the current UK standard of
voltage deviation tolerance of −6% and +10% for the distri-
bution circuit.

Each of the primary controllers adjust the bidirectional
active power flow and maintains the reactive power and fre-
quency constant by adjusting the phase angle as shown in
Figure 10.

For the secondary control layer, the calculation of the
L‐polynomial applying Equation (40), yields:

λ6 − 12λ5 þ 51λ4 − 92λ3 þ 69λ2 − 18λ¼ 0 ð42Þ

Which has only one eigenvalue equal to zero, and therefore
the communication network is fully connected.

5.2 | System performance under fault
conditions

For the fault case, the voltage variations are smaller as there is
no power transfer from the ESS to the microgrid after the fault
of the secondary control at noon. However, the voltage is
stable for the rest of the day as seen in Figure 11.

Moreover, in Figure 12 it can be seen that the bus 3 voltage
decreases as a result of the ESS not being used, and that the
rest of the buses are adjusted for the remaining power flows. A
similar adjustment can be seen for the phase angle in Figure 13.
The microgrid remains stable and within the UK standard
range in both cases in the transient state and steady state for
the entire simulation.

With the loss of the ESS container, the L‐polynomial of the
communication network of the secondary control becomes:

−λ5 þ 10λ4 − 33λ3 þ 40λ2 − 23λ¼ 0 ð43Þ

Which, as in the previous case only has one eigenvalue
equal to zero and therefore indicates that the rest of the
network remains fully connected.

5.3 | Cost analysis

This subsection evaluates the cost optimisation method
developed to verify that the microgrid operates reliably and
cost efficiently.

From the scenarios discussed in the test case section, the
total supply cost is obtained. Each of the scenarios is run with
the WA method and the NARNET method implemented in

F I GURE 8 Energy Storage Systems (ESS) control response under
normal operation.

F I GURE 9 Microgrid Voltage response under normal conditions.
Colour illustrates voltage p. u. at each bus over time.

F I GURE 1 0 Phase angle response across the microgrid under normal
conditions. Colour indicates phase angle at each bus over time.
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the GA and compared with the ideal case, where the forecast
has no errors, in other words, the real price is known in
advance. From the Quasi‐Newton optimisation of the WA, the
weights of the best performance are: W = [0.48 0.34 0.96 0.03
–0.82]. The cost results are shown in Table 1.

It can be see that the NARNET method performs worse
than the WA when the outliers are included in the data, which
is consistent with our previous work presented in ref. [30].
However, for the scenario of triple price without outliers and
weekends, the NARNET is below 1% difference compared to
the perfect information case over 2 years, which showcases the
forecasting capacity of this method in terms of total cost.

The features of the proposed system compares to similar
works in the literature are shown in Table 2.

6 | CONCLUSION AND FUTURE WORK

In this paper, a hierarchical distributed control framework is
presented for distributed control in microgrids. The control
framework has two layers (primary and secondary) for pur-
poses of optimal cost operation of a single microgrid but can
also be extended to any number of microgrids. The stability
and resiliency of the proposed hierarchical control framework
is then carefully validated with the use of Lyapunov stability
and graph theory analysis. At the same time, it is verified that
the control system designed is also capable of achieving supply
cost optimisation with the use of auto‐regression models for
price forecast. Two forecast methods were compared, MCMC
and NARNET, where the latter showed better economic
performance. Each method is compared against the ideal case
in terms of total cost when applied to a distributed MAS‐based
secondary control.

As expected from our previous precision analysis in ref. [2],
theMCMCmethod is better suited for datawith outliers in terms
of cost, while the NARNET approach is better at minimising
cost when the training data set does not have such outliers.

The conditions for stability for the primary level control is
analysed with the direct Lyapunov method considering both
the resistive and reactive components in a short‐line model.

The system developed in this work has shown that it may
continue stable operation within allowed margins even in
events of DER disconnection and instantaneous changes in the
load, which is equivalent to connection and disconnection of
loads over time.

The control system has shown that is capable to operate at
real time and can transition between loads, within the UK
standard of voltage variations for the mains grid with varying
loads.

The fact that the control system presented is capable to
operate with the implementation of micro‐controllers shows
that the control system is not computationally expensive even
with the UDP fault‐tolerance mechanism. However, the ping
between the nodes can be adjusted to accommodate the
computational resources available.

F I GURE 1 1 Secondary Energy Storage Systems (ESS) control
response with fault at noon.

F I GURE 1 2 Microgrid Voltage response under faulty conditions.
Colour illustrates voltage p. u. at each bus over time.

F I GURE 1 3 Phase angle response across the microgrid under Energy
Storage Systems (ESS) faulty conditions. Colour indicates phase angle at
each bus over time.
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The combined features demonstrated in this work validates
the system design compared to similar works, as the proposed
system is stable, resilient, cost efficient and compatible with
real‐time operation, contributing to solve the simultaneous
integration of all of these features.

Our future work includes improvement on the design
method to facilitate the implementation of different resources,
such as renewable generation. Additionally, consideration of
more complex circuits for the stable and resilient operation,
such as microgrid clusters. Lastly, further development of
forecast methods suitable for real‐time distributed control to
optimise the use of distributed generation and the interaction
of the microgrid with other microgrids and the main grid.
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