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a b s t r a c t

The Antarctic ice sheet has the potential to make a significant contribution to future sea-level rise.
Understanding this potential and making projections of future ice sheet mass change requires use of
numerical models. Confidence in model projections can be improved by hindcasting: testing the model
against past ice sheet changes. Robust deglacial model reconstructions are also used to correct satellite
gravimetric measurements of current change for glacial isostatic adjustment processes. Here we present
a new model ensemble of post-Last Glacial Maximum Antarctic deglaciation reconstructions. The
ensemble is generated using the Parallel Ice Sheet Model (PISM) in which we vary a range of parameters
including key glaciological controls, basal sediment strength, mantle viscosity, and climate forcing. We
test the ensemble results against a database of geological constraints, and develop a new scoring scheme
that allows us to determine metrics of model performance against past ice sheet grounding line extent,
ice sheet thickness, and thinning rates, as well as present-day ice sheet configuration. We discuss the
parameter combinations that lead to the highest-scoring simulations and we also compare our ensemble
performance with existing published deglacial models, using the same scoring scheme. Exploring the
characteristics of the highest-scoring ensemble members highlights some key features of deglacial
behaviour including a relatively narrow range of past excess ice volumes at the LGM, Holocene retreat
behind present-day grounding lines with commensurate volume minima, and readvance behaviours. The
comparison also allows us to identify areas where more geological data would have high constraining
power for ice sheet models.
© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Understanding Antarctica's contribution to future sea-level
change is of great societal importance as it has the potential to
make a large contribution to rising sea level in the coming decades
to centuries (DeConto and Pollard, 2016). Model projections of the
Antarctic contribution show significant differences, with some of
these associated with mechanisms of ice sheet change (Edwards
et al., 2019). One way to help resolve these differences is to
compare ice sheet model output with past ice sheet changes;
successful hindcasting can improve confidence in future pro-
jections as it suggests the model is accurately representing the key
processes driving ice sheet retreat.

Antarctica's current contribution to sea-level change can be
estimated through three satellite-based approaches: altimetry,

gravimetry and the input-output method (Shepherd et al., 2012).
Each of these approaches has strengths and weaknesses but both
the altimetry and gravimetry approaches require some knowledge
of ice sheet history in order to make corrections for ongoing change
in the underlying bedrock elevation. The movement of the crust is
caused by changes in ice loading and, depending on the mantle
viscosity, this can impose vertical motion for decades to millennia.
Models of glacial isostatic adjustment (GIA) provide Antarctic-wide
estimates of solid Earth deformation (Ivins and James, 2005;
Whitehouse et al., 2012b; Argus et al., 2014). Reducing the uncer-
tainty in GIA model estimates of the magnitude and spatial pattern
of deformation depends on improving our knowledge of Earth
structure and past ice sheet change (Sasgen et al., 2017;
Whitehouse et al., 2019). Therefore, our ability to quantify current
sea-level contributions as well as accurately predict future change
depends on a knowledge of past ice sheet change and requires
approaches to compare geological observations to ice sheet model
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output.
Antarctica has relatively few areas of ice-free terrain onshore,

and there are significant challenges to working on the continental
shelf. For this reason there are limited geological observations of
past ice sheet change across the continent and the available data
are not evenly spread in space or time (Bentley et al., 2014). Models
of the deglacial history of Antarctica therefore often rely either on
geological reconstructions derived from sparse spatial information,
or on numerical simulations of ice sheet change that are con-
strained using the geological measurements and so allow glacio-
logically consistent interpolation between areas where constraints
exist. A deglacial model describes changes in ice extent and volume,
typically for the interval between the Last Glacial Maximum (LGM)
and the present day (PD) which is the interval where most
geological data exists (Bentley et al., 2014).

During the LGM global mean sea level was approximately
120e135 m lower than present (Clark and Mix, 2002; Bintanja and
van de Wal, 2008; Lambeck et al., 2014) with the majority of the
displaced water located in ice sheets in the Northern Hemisphere.
The volume of the Antarctic ice sheet at the LGM has been esti-
mated by three different approaches; far-field sea-level budget
calculations, deglacial histories reconstructed from paleo-
observations, and ice sheet modelling (Bentley, 1999, 2010).
Recent decades have seen a wide range of estimates of Antarctic
contribution to LGM sea-level fall, (see Simms et al. (2019) for a
review) but it has been argued that the most recent estimates are
converging towards 9.9 ± 1.7 m of sea-level equivalent (SLE) vol-
ume (Simms et al., 2019). Despite early budget calculations
requiring an Antarctic LGM volume of >10 m SLE (Simms et al.,
2019), recent global ice sheet reconstructions (Gowan et al., 2021)
have been able to close the global sea-level budget at the LGMwith
an Antarctic contribution <10 m.

In addition to differences in the total contribution of the Ant-
arctic Ice Sheet to sea-level change since the LGM, the distribution,
timing, and rate of post-LGM Antarctic ice mass change also varies
between deglacial models. Current reconstructions of the LGM ice
sheet vary between an ice sheet with a laterally extensive
grounding line, but which is relatively thin (Golledge et al., 2012;
Whitehouse et al., 2012a; Ivins et al., 2013; Gomez et al., 2013;
Briggs et al., 2014), and a thick ice sheet with a less advanced
grounding line (Peltier, 2004; Argus et al., 2014; Lambeck et al.,
2014). The timing and rate of subsequent mass loss also varies
between deglacial histories. Some published deglacial models
include pulses of rapid deglaciation (Argus et al., 2014; Golledge
et al., 2014) whilst others show a more steady and gradual degla-
ciation (Whitehouse et al., 2012b; Ivins et al., 2013).

To evaluate the simulations from deglacial models a range of
methods based on paleo-observations have been developed (Briggs
et al., 2014; DeConto and Pollard, 2016; Ely et al., 2019). These
evaluation methods are designed to either exclude poorly per-
forming model simulations (using filters or ‘sieves’) or directly
assess and compare the accuracy of the simulations (using scores).
A sieve is a pass/fail filter which is used to exclude simulations that
display unrealistic behaviour based on a set of criteria. Another
benefit of sieves is that they enable a manageable number of
(realistic) ensemble members to be used in further analysis, as it
can be impractical to individually analyse hundreds to thousands of
simulations. This is important given increasing computational po-
wer and the production of large ensembles of simulations (Briggs
et al., 2014; DeConto and Pollard, 2016; Maris et al., 2014;
Albrecht et al., 2020b) in which climate or glaciological parameters
are varied. One common sieve used is the volume of the ice sheet,
often expressed as SLE volume, at various points in time. Far-field
records of sea-level change extend further into the past than
near-field records of ice sheet extent variation, enabling us to

estimate long-term Antarctic contributions to sea-level change. For
example, a study by DeConto and Pollard (2016) excluded simula-
tions which did not show a change in sea level during the Pliocene
of 10e20 m and during the last interglacial of 3.6e7.4 m SLE. This
example also highlights a risk of the use of a priori knowledge in
the sieve method as the range of 3.6e7.4 m SLE has subsequently
been disputed (Edwards et al., 2019), which would change the
interpretation of the results. Alternatively, a scoring method can be
used to numerically compare the relative performance of different
ensemble simulations to see which best match our knowledge of
the evolution of Antarctica, by comparing model results directly
against observations. This approach provides a useful metric for
evaluating large ensembles (Briggs et al., 2014; DeConto and
Pollard, 2016). In this paper, we present a suite of simulated
deglacial histories of Antarctica that are consistent with observa-
tions of past change and present a new scoring method for
assessing deglacial models. Our methodology is described in three
steps. We first detail the Parallel Ice Sheet Model (PISM) which we
use to generate an ensemble of Antarctic deglacial simulations,
employing a range of climate, mantle viscosity and glaciological
parameters. Secondly, we introduce a sieving and scoring meth-
odology that uses geological and glaciological constraints to assess
the accuracy of each simulated deglacial history in the ensemble.
The method incorporates paleo-observations of ice extent, ice
thickness, and thinning rates into a scoring framework. It also in-
cludes an assessment of how well the simulations reproduce
present-day glaciological observations. Thirdly, we run two model
ensembles. The first investigates the role of climate forcing and
mantle viscosity using a relatively coarse set of glaciological pa-
rameters. Using our scoring method we analyse the initial
ensemble results to select an optimum climate andmantle viscosity
for a second ensemble where we carry out a more detailed inves-
tigation of the glaciological parameter space. We identify the
highest scoring model simulations from both ensembles and
compare the scores and characteristics of previously published
deglacial models with our 10 best-scoring simulations. Finally, we
discuss the implications of our results for our understanding of the
past deglacial behaviour of the Antarctic ice sheet.

2. Ice sheet model methods

We use the Parallel Ice Sheet Model (PISM) version 1.1 (Bueler
et al., 2007; Winkelmann et al., 2011; Aschwanden et al., 2012;
Reese et al., 2018) with modified surface mass balance lapse rates
(Albrecht and other PISM authors, 2019) and variations to the
slipperiness at the grounding line detailed herein.

PISM has previously been used to model the Antarctic Ice Sheet
over a glacial cycle (Albrecht et al., 2020a, 2020b) using an
ensemble method. Our modelling approach is different to Albrecht
et al. (2020a, 2020b) in four main ways. First, we take a different
approach to the PISM parameterisation that sets the basal till in the
grid cell landward of the grounding line to be 100% saturated. This
is a parameterisation which has become increasingly important
over the evolution of PISM [e.g., Golledge et al., 2015], particularly
when simulating a glacial cycle. In our preliminary investigations
this parameterisation prevented the ice sheet from advancing to
the continental shelf, but if it was turned off the ice sheet would
advance and never retreat. To address this we created the Slip-
periness of the Grounding Line (SGL) parameterisation (see section
2.1), which varies the saturation level in the till (between 0 and
100%), and tested it within our ensemble. Albrecht et al. (2020a)
used an alternative parameterisation in which, instead of the
landward grid cell being saturated, every newly grounded grid cell
is immediately saturated as the ice sheet advances. A second
modelling difference relates to the value of the pseudo-plastic
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exponent, a parameter which controls the rate of basal sliding
within PISM. Albrecht et al. (2020a, 2020b) varied the pseudo-
plastic exponent within their ensemble: we select a fixed value
(0.75) but note that the value used matches the one used in the
best-fit simulation of Albrecht et al. (2020b) and subsequently the
initMIP-Antarctica model intercomparison (Seroussi et al., 2019).
Thirdly, we explore a different and larger parameter space (4 pa-
rameters, 256 models) than Albrecht et al. (2020b) by running a
broad initial ensemble (6 parameters, 192 models) followed by a
more detailed ensemble that uses optimal parameters selected
from the first ensemble (3 parameters, 440 models). Fourthly, to
ensure manageable computation demands, we use a slightly
coarser horizontal resolution (20 km vs 16 km) than Albrecht et al.
(2020a).

In this section we briefly describe the physics underlying PISM,
the model parameters that can be varied, and our approach to
climate forcing. Details of the parameters used in our two model
ensembles are given in sections 4 and 5.

2.1. PISM physics

PISM calculates ice flow using a hybrid shallow ice approxima-
tion (SIA) and shallow shelf approximation (SSA) scheme. The SIA
dominates ice flow where there is grounded ice, while the SSA
dominates where there is floating ice. The hybrid nature relates to
the treatment of ice streams, where both the SIA and SSA are
important to the overall ice flow. PISM additionally includes an
enthalpy-based 3-D thermodynamic scheme that has the capacity
to simulate ice at the pressure melting point, both subglacially
(basal melt) and englacially (temperate ice).

The hybridised ice flow is calculated by combining the SIA and
SSA calculations and adopting a pseudo-plastic sliding law. The SSA
component of the solution yields only small basal velocities across
much of the ice sheet and hence basal sliding is predominantly
controlled by consideration of whether the driving stress exceeds
the yield stress of a deformable till; where the driving stress is
higher, significant basal sliding may occur. The yield stress is
determined by the Mohr-Coulomb criterion (Cuffey and Paterson,
2010) which depends on the effective pressure in the till layer as
well as the till friction angle.

Effective pressure is primarily controlled by the water content of
the till layer. We assume a 2 m-thick till layer across Antarctica
(PISM default value), with local basal melt causing the till to satu-
rate with water. The till friction angle is determined through a
piecewise linear relationship in which the till angle is defined to be
smaller (weaker till) at lower bed elevations and greater (stronger
till) at higher bed elevations.

An optional PISM parameterisation, -tauc_slippery_grounding_-
lines, specifies that the till layer in any grid point below sea level
that lies adjacent to the grounding line will be saturated. We
introduce a new parameter, Slipperiness of Grounding Line (SGL),
that we use in conjunction with the standard -tauc_slippery_-
grounding_lines option, and which allows us to vary the percentage
saturation (0e100%) of grid cells immediately upstream of the
grounding line. The standard option applies 100% saturation; for
our experiments this means that the till depth and water depth are
both 2 m (the default value in PISM). However, if we set the SGL
parameter to be, for example, 50%, all grid cells immediately up-
stream of the grounding line are assumed to have a water depth of
1 m in a 2 m till layer.

Finally, the calving of ice shelves is an important physical pro-
cess which is poorly understood, particularly in the context of a
glacial cycle where only scarce proxy data are available to deter-
mine past calving behaviour. We simultaneously use two parame-
terisations to control the rate of calving. The first makes use of a

regionally varying thickness calving value (see Supplementary
Data), which in each time step automatically calves ice that is
thinner than a defined thickness from the ice shelf front. The sec-
ond applies the eigen calving law (Levermann et al., 2012), which
compares the product of the principal components of the hori-
zontal strain rates to an eigen calving value in order to calculate an
average calving rate. In effect, it compares the rate of stretching
within the ice shelf with a set value to determine if, based on its
flow rate and thickness, the ice is stable. If it is not, the ice will be
calved.

2.2. Model initialisation and boundary conditions

For each simulation a smoothing run of 1000 years (SIA physics
only) is followed by a thermal spin-up period of 200,000 years
(constant present day climate). A dynamic interglacial spin-up
period is then simulated using a constant present-day climate for
30,000 years, with the climate forcing scenarios (section 2.4)
running from thereon. The glacial cycle length depends on the ice
core used to drive the climate forcing scenario. We run the model
for 1000 years beyond the present day to fully capture the vari-
ability in ice sheet dynamics during the present interglacial.

The model domain uses the Durham University bedrock map
(DUbmap, see Supplementary Data), which is based on Bedmap2
(Fretwell et al., 2013), but includes updated geophysical observa-
tions for the EllsworthMountains (Napoleoni et al., 2020), Recovery
Basin (Paxman et al., 2018), Totten Glacier (Greenbaum et al., 2015),
and Amery Ice Shelf (Galton-Fenzi et al., 2008), and a new inter-
polation of near-grounding-line topography. The ice surface
elevation from Bedmap2 is used to provide a stable initial config-
uration of the ice sheet, with grounded ice thickness calculated by
differencing the new topography and ice surface elevation. The
distribution of geothermal heat flow is based on an analysis of
airborne magnetic data (Martos et al., 2017).

We use a horizontal grid resolution of 20 km and a vertical
resolution of 30 m. The horizontal resolution is relatively coarse,
but because we are simulating a full glacial cycle in an ensemble,
using a higher resolution is computationally prohibitive. The ver-
tical resolution is relatively fine although we note that increasing
this further would likely result in better resolution of the temperate
ice layers at the base of the ice sheet (Pittard, 2016; Albrecht et al.,
2020a).

2.3. Model parameters

Our approach to parameterisation and use of an ensemble
approach is partly driven by the findings of Phipps et al. (2021) who
used PISM to model the present-day Antarctic ice sheet and
showed that the co-dependence of parameters precludes choice of
a single optimal set of parameter values. PISM has a large number of
parameters and fully varying all of them in an ensemble would be
unfeasible given our available computing resources. Instead, we
used initial testing and guidance from the literature [e.g., Albrecht
et al., 2020a; Martin et al., 2011; Phipps et al., 2021; Pittard et al.,
2017] to set some parameters to fixed values (Table 1) and iden-
tify a subset of five key parameters that exert a strong control on
the evolution of the numerical model. We varied these five pa-
rameters in our ensemble, namely the SIA enhancement factor
(SIAE), the SSA enhancement factor (SSAE), the lower till angle
(LPHI) in the piecewise linear relationship, slipperiness of the
grounding line (SGL) - collectively referred to as the glaciological
parameters - and mantle viscosity. In addition we used a range of
climate scenarios to force the model.

The four glaciological parameters were chosen because they
control ice flow in different regions of the ice sheet. The SIAE
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directly modifies the rate of deformation in the interior of the ice
sheet where there is little to no sliding. The SSAE modifies ice flow
within the ice shelves by changing the amount of upstream but-
tressing, as well as enhancing grounded ice flow where sliding is
occurring. LPHI modifies where and how extensively basal sliding
occurs. Lastly, the SGL parameter modifies the basal resistance
adjacent to grounding lines, which influences the rate of grounding
line movement and the extent to which ice shelves buttress the
upstream flow.

PISM has an inbuilt coupled viscoelastic deformation model,
based on Lingle and Clark (1985) and Bueler et al. (2007). Including
solid Earth deformation within an ice sheet model is important
because it controls aspects of advance and retreat that will not be
reflected in a fixed-bed model (Van den Berg et al., 2008). We use
the elastic module with the default flexural rigidity value within
PISM (5 � 1024 Nm) and three mantle viscosity values that broadly
represent the range of mantle viscosity values inferred for
Antarctica (Whitehouse et al., 2019).

2.4. Climate forcing

We use four climate scenarios within our ensemble approach
(S1eS4; see Table 2). Each scenario defines four time-varying
climate indices that are used to drive various sub-models within
PISM. The four climate indices are surface mass balance, ice surface
temperature, practical ocean salinity, and potential ocean temper-
ature. Time-varying continental mean values for each index are

shown in Fig. 1. We proceed by describing the requirements of the
PISM sub-models and then the construction of the four climate
scenarios.

2.4.1. PISM sub-models
Climate forcing in PISM is controlled by three sub-models:

surface, ocean, and sea level. The surface (atmospheric) sub-
model requires input of time-varying 2D spatial fields of surface
mass balance (SMB), ice surface temperature, and ice elevation.
Specifically, spatial fields of SMB and ice surface temperature are
prescribed for an a priori time-evolving ice sheet surface (the
reference surface). As the ice sheet thickens or thins during a model
simulation, perturbations to the prescribed SMB and ice surface
temperature are determined using empirically derived linear lapse
rates that describe how temperature varies with elevation (8.2 �C/
km) and how SMB varies with temperature (Dome Fuji, 4.9%/�C
(Frieler et al., 2015), or EDML, 6.3%/�C (Mulvaney, Private
Communication)).

The ocean sub-model of PISM (Reese et al., 2018), requires input
of time-varying 2D spatial fields of practical salinity and potential
temperature at the depth of the continental shelf. These input fields
are used to drive a box-model that calculates the rate of basal melt
on the underside of ice shelves in 18 sub-regions around the coast
of Antarctica (Fig. 2a).

The sea level sub-model requires input of a time-varying 2D
spatial field of sea surface height. These fields are generated using a
sea-level solver (Milne and Mitrovica, 1996) in combination with

Table 1
PISM parameters and forcing used in this study, including a comparison to those used in (Albrecht et al., 2020a, 2020b)). Elements in bold were varied as part of our model
ensembles.

Parameter (units) This Study Albrecht et al. (2020A, B)

Topography DUbmap Bedmap2
Geothermal Heat Flux (W m�2) Martos et al., (2017) Martos et al., (2017)
Horizontal Resolution (km) 20 16
Vertical Resolution (m) 30 20
SIAE Ensemble Member Ensemble Member
SSAE Ensemble Member 0.6
Pseudo-Plastic Quotient (PPQ) 0.75 Ensemble Member
Till Overburden Pressure 0.03 0.04
Till Decay Rate (mm year�1) 1 1
Till Angle Parametrization Piecewise linear parameterisation Inversion based
Upper Phi Till Angle (�) 35 Inversion based
Lower Phi Till Angle LPHI (�) Ensemble Member Inversion based
Upper Phi Elevation (m) 1000 Inversion based
Lower Phi Elevation (m) �500 Inversion based
Till Depth (m) 2 2
Climate Ensemble Member Similar to Scenario 1
Sea Level Spatially varying from Sea Level Solver (Supplementary Data) ICE-6G_C reconstruction
Overturning Strength (m6 s�1 kg�1) 1.0 � 106 1.0 � 106

Effective Turbulent temperature exchange Velocity (ms�1) 2.0 � 10�5 2.0 � 10�5

Eigen Calving constant, K (m s) 5 � 1017 1 � 1017

Calving Thickness value (m) Spatially varying (75e175) 75
Mantle Viscosity (Pa s) Ensemble Member Ensemble Member
Slipperiness of Grounding Line SGL (%) Ensemble Member Advancing ice sheet is saturated

Table 2
Data sources used to create the climate forcing scenarios.

Name Ice core Paleoclimate model Elevation lapse rate surface
elevation

Deglacial history for sea level
sub-model

S1 Dome Fuji (Watanabe et al., 1999) RACMO v2.3 (van Wessem et al., 2014) with a cold
saline ocean

Bedmap2 W12 (Whitehouse et al., 2012a,
2012b)

S2 EDML (Robert Mulvaney, personal
communication)

PMIP3-MRI-CGCM3 (Braconnot et al., 2011) ICE-6G_C (Argus et al., 2014) ICE-6G_C (Argus et al., 2014)

S3 EDML (Robert Mulvaney, personal
communication)

HADCM3-W12 (William Roberts, personal
communication)

W12 (Whitehouse et al., 2012a,
2012b)

W12 (Whitehouse et al., 2012a,
2012b)

S4 Dome Fuji (Watanabe et al., 1999) PMIP3-MPI-ESM (Braconnot et al., 2011) ICE-6G_C (Argus et al., 2014) ICE-6G_C (Argus et al., 2014)
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either the ICE-6G_C (Argus et al., 2014) or W12 (Whitehouse et al.,
2012a) ice history model (see Table 2 and Supplementary Data). For
each ensemble member, we use a sea surface height field that has
been derived using the same upper mantle viscosity as is used in
the PISM viscoelastic deformation model (i.e., a PISM simulation
using a mantle viscosity of 1� 1020 Pa s will be forced by a sea level
field generated using an upper mantle viscosity of 1 � 1020 Pa s
within the sea level solver).

2.4.2. Construction of climate scenarios
Each climate scenario is based on four components: (i) an ice

core-derived temperature reconstruction, (ii) snapshots of climate
model output, (iii) a reference ice surface, and (iv) an a priori
deglacial model (refer to Table 2). The temperature reconstruction
defines the temporal evolution of the four climate indices shown in
Fig. 1. The climate model output is used to prescribe spatial fields of
climate indices at four specific times (defined in discussion of ice
core records below): the Last Interglacial (LIG), the Last Glacial
Maximum (LGM), the start of the Holocene (HOL), and the present-
day (PD). The reference surface provides a baseline for the calcu-
lation of temperature and SMB perturbations as the simulated ice
sheet thickens or thins. Lastly, the a priori deglacial model defines
the sea-level forcing at the grounding line of the ice sheet. Details of
the specific components used in scenarios S1eS4 are listed in
Table 2. We chose the two PMIP models (S2 and S4) based on their
relative difference in atmospheric and ocean forcing (Fig. 1), as well
as ensuring realistic climatic means (i.e, that the ocean was colder
during the LGM than present day). The third model (S3) followed
the methods of PMIP but utilised the W12 (Whitehouse et al.,
2012a) ice sheet history (William Roberts, personal communica-
tion) to provide a contrast on the dependence of the a priori

deglacial model.
A scaling approach is used to define the spatio-temporal evo-

lution of climate indices between the climate snapshot times (LIG,
LGM, HOL and PD). These times are defined according to specific
events in the chosen temperature reconstruction. We use two
temperature reconstructions, one based on the Dome Fuji ice core
record (Watanabe et al., 1999) (S1 and S4) and one based on the
EPICA Dronning Maud Land (EDML) ice core record (Robert Mul-
vaney, personal communication) (S2 and S3). The location of the
two ice cores are shown on Fig. 3, along with a number of place
names used throughout the manuscript. LIG is defined as the time
at which temperature first dropped below the present-day tem-
perature at the end of the Last Interglacial. The main experiment is
initiated at this time, resulting in a simulation length of 124,000
years when forced by the Dome Fuji record and 118,600 years when
forced by the EDML record. LGM is defined to be the time of the
coldest temperature in the proxy record (19.2 ka for Dome Fuji, 21.2
ka for EDML), HOL is defined as the first time the temperature
returns to the present-day temperature after the glacial period (11.8
ka for Dome Fuji, 11 ka for EDML), and PD is defined as AD 2000.

For climate scenarios S2eS4 the spatio-temporal evolution of
the four climate indices is determined as follows. Spatial difference
fields are calculated for each climate index for the epochs LIG-to-
LGM and either LGM-to-HOL (temperature and SMB fields) or
LGM-to-PD (ocean properties). The spatial fields are then divided
by the net surface temperature change over the relevant period, as
defined by the chosen temperature reconstruction, yielding a map
of how each climate index varies per degree of surface temperature
change during that period. Finally, the temperature reconstruction
is used to modify the spatial climate index fields smoothly through
time. The temporal resolution used in the climate forcing was 200

Fig. 1. Model climate forcings for the 120,000 year-long simulations. Panels show the average value over the continent of the four climate forcing parameters for atmosphere and
ocean. Scenarios S1eS4 are explained in Table 2 and in the main text. (a) Surface mass balance, (b) Ice surface temperature below the firn layer, (c) Practical salinity and (d) Potential
ocean temperature averaged over each basin at the local depth of the continental shelf, with depths greater than 1200 m using an average temperature between 800 m and 1300 m
depth.
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years which was consistent with the Dome Fuji record. In all cases,
LIG and (where relevant) HOL spatial fields are defined to be the
same as PD spatial fields, which are defined by RACMO2.3 (van
Wessem et al., 2014) and ocean observations (Schmidtko et al.,
2014). LGM spatial fields are derived from climate model output
(see Table 2 for details). For the period between HOL and PD,
temporal variations in surface temperature and SMB are driven by
changes to the elevation of the reference ice surface and deter-
mined using the lapse rates quoted in section 2.4.1. For the 1000
years beyond present day (see section 2.2) we force the model
using PD climate conditions.

The reference ice surface evolves through time and is used as a
baseline for calculations of perturbations to temperature and SMB

that arise due to changes in the surface elevation of the ice sheet.
Similar to above, the temperature reconstruction defines how the
reference ice surface evolves through time, with values scaled be-
tween present-day ice surface elevations (derived from Bedmap2;
Fretwell et al. (2013)), and an a priori LGM ice sheet configuration
(see Table 2).

Unlike scenarios S2eS4, which draw on climate model re-
constructions of conditions during the last glacial period, scenario
S1 is based on the scaling of modern climate index fields
throughout the whole of the model simulation. The Dome Fuji
temperature reconstruction is used to define the time-dependent
shift that is applied to the present-day surface temperature field
and the scaling of the present-day SMB field (4.9% increase per

Fig. 2. Map of sectors and location of constraint data. The reconstructed grounding line positions and the onshore constraints for different timeslices are shown: (a) 20 ka, (b) 15
ka, (c) 10 ka, and (d) 5 ka. Fig. 2 (a) outlines the Antarctic ice sheet drainage basins (modified from Zwally et al., (2012), see supplementary information) which are combined into
four distinct regions of Antarctica: Sector 1 (East Antarctica, Basins 3e9 in Zwally et al., (2012), Sector 2 (Ross Ice Shelf, Basins 10e11, Cyan), Sector 3 (Amundsen and Bellinghausen
Seas, Basins 12e16, Yellow) and Sector 4 (Weddell Sea, Basins 17e18 and 1e2, Red). Two grounding lines are plotted for the RAISED reconstructed grounding lines: Scenario A (light
green) and Scenario B (dark green). The discrete data points are: thinning rates (red diamond) (Small et al., 2019), and from the RAISED reconstruction we show maximum ice
thickness (magenta triangle), minimum ice thickness (orange circle) and fixed thickness estimate (green star). Note that the RAISED reconstruction had insufficient data to
reconstruct grounding line positions for East Antarctica after the 20 ka timeslice. The spatial projection used here and hereon is Antarctic Polar Stereographic (EPSG3031).
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degree of warming). A reference ice surface (Bedmap2) is still used,
to permit the calculation of elevation-driven perturbations to the
temperature and SMB fields. Ocean conditions are scaled between
modern and LGM conditions, with the LGM ocean assumed to have
a uniform temperature of�1.8 �C and salinity 37 PSU, based on pore
water measurements from sediments in the Pacific, Atlantic and
Indian Oceans, which show seawater temperatures were within
error of freezing, and salinities were 1e2.5 PSU saltier (Adkins et al.,
2002).

3. Scoring methods

We have developed a new scoring method to assess the per-
formance of an ensemble of Antarctic deglacial reconstructions
with respect to geological observations. The method is designed to
be used on large model ensembles where visual inspection of every
member is unfeasible. It aims to eliminate simulationswhich do not

meet set criteria (sieves) while providing relative measures (scores)
and rankings of performance between those ensemble members
which pass the sieves. We focus on identifying the deglacial his-
tories that best represent our knowledge of the ice sheet history
relative to the other members of the ensemble; the best ten sim-
ulations will then undergo further investigation. Our primary focus
is on using observations of palaeo ice extent (area) and ice thickness
through time, because we ultimately intend to use the deglacial
history as an input for GIA modelling. The approach of scoring a
whole ensemble can also provide insights by identifying modelled
behaviour that shows consistent mismatches - in space or time -
with the geological data.

3.1. Geological data

Our knowledge of the evolution of the Antarctic Ice Sheet is
mainly guided by geological observations of ice extent and ice

Fig. 3. Place names used through the manuscript. The ice core sites used to create the climate forcing scenarios are indicated as a red star; EDML ¼ EPICA Dronning Maud Land.
A.P. ¼ Antarctic Peninsula, FIS ¼ Filchner Ice Shelf, AmIS ¼ Amery Ice Shelf, HIR ¼ Henry Ice Rise, Lam. ¼ Lambert Glacier, Fou. ¼ Foundation Ice Stream, Ins. ¼ Institute Ice Stream,
Mer. ¼ Mercer Ice Stream.
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thickness. Large compilations of these observations have been used
to develop or constrain a wide range of deglacial models [e.g.,
Whitehouse et al., 2012a, Briggs et al., 2014]. Such observations
have been reviewed elsewhere [e.g. Bentley et al., 2014] so here we
only briefly outline the main types of observation with a focus on
those we use in our scoring algorithm. Marine-based observations
come from analysis of marine sediment cores and geophysical
survey data. Their main constraining power lies in determining the
former lateral extent of the ice sheet margin (e.g., based on geo-
morphology) and in determining the timing of grounding line
retreat (e.g. by dating of organic matter associated with sub-glacial
sediments). Geophysical data such as shallow seismic surveys and
high-resolution seabed surveys reveal landforms and stratigraphy
that record where former grounding lines were located, where
paleo-ice streams formed, and where and when large calving
events occurred [e.g.,Hodgson et al., 2019, Arndt et al., 2020]. The
timing of ice sheet retreat is usually determined from radiocarbon
dating of changes in sedimentation regime in cores [e.g. Larter et al.,
2014]. Because of the general scarcity of organic material within
glacial sediments dates are usually obtained from horizons that are
located below and, more commonly, above sub-glacially deposited
material and were thus deposited some (unknown) time before or
after ice sheet retreat. Such dates can only provide maximum or
minimum constraints on grounding line retreat and the timing of
deglaciation. Marine constraints are therefore usually of the form:
horizontal position and (limiting) date.

Terrestrial observations are generally limited to the <1% of
Antarctica that is ice free and where the geological record of ice
sheet fluctuations is preserved. The main constraining power of
terrestrial observations is to determine upper limits of the former
ice surface and the timing of thinning. Numerous studies have
combined geomorphological observations of evidence for former
ice sheet presence on nunataks with cosmogenic surface exposure
dating of glacial deposits along vertical transects to determine the
timing and rate of thinning through time [e.g., Stone et al., 2003,
Bentley, 2010, Mackintosh et al., 2011, Spector et al., 2017, Small
et al., 2019]. Geomorphological evidence of the former vertical
extent of the ice sheet is usually provided by the height of lateral
moraines and/or weathering limits [e.g., Bentley, 2010 ]. Cosmo-
genic surface exposure ages can, in principle, directly date glacial
deposits however given the potential for erosion and/or inherited
nuclides they are commonly interpreted as minimum constraints
on the timing of deglaciation. Similarly a cosmogenic exposure age
from the summit of a nunatak only provides a minimum for former
maximum ice sheet thickness; prior to that date the ice sheet may
have been thicker but by an unknown amount. Additionally, a small
number of constraints on former ice thickness e especially in the
interior - can additionally be derived from ice core measurements
(Martinerie et al., 1994; Werner et al., 2018; Bradley et al., 2013).
These can be important to provide past thickness constraints for
large expanses of the ice sheet where no nunataks exist. Terrestrial
constraints therefore tend to be of the form: horizontal position, ice
elevation/thickness and (limiting) date.

We use the compilation of paleo observations from the RAISED
consortium (Bentley et al., 2014) supplemented by a recent
compilation of ice thinning rates (Small et al., 2019) as the data-
bases underpinning our scoring method (refer to Fig. 2). The
RAISED reconstructions are focussed on four timeslices at 20 ka, 15
ka, 10 ka and 5 ka; a spacing of 5 ka was chosen by RAISED to
provide a reasonable compromise between data availability and the
needs of modellers. Due to two contrasting datasets for the past
extent of ice in the Weddell Sea (Hillenbrand et al., 2014) the
RAISED reconstruction provides two different scenarios (Scenario A
and Scenario B) for the paleo extent of the ice sheet through time in
this region. We score each simulation against both paleo-extent

scenarios, with only the best scoring scenario being used to
calculate the total score for each member. Terrestrial observations
either provide an upper or lower bound on ice thickness or an es-
timate of the absolute elevation of the past ice surface. The thinning
rates dataset provides information on: the onset of major deglaci-
ation, the period over which thinning takes place, and the average
thinning rate over this period, all of which can be scored against
model output.

To investigate how well the deglacial reconstructions replicate
the past extent of the ice sheet we define four distinct sectors of
Antarctica by combining drainage basins (adapted from Zwally
et al., 2012, Fig. 2a): the East Antarctic Sector (Sector 1, Drainage
Basins 3e9), the Ross Sea Sector (Sector 2, Drainage basins 10e11),
the Amundsen and Bellingshausen Seas Sector (Sector 3, Drainage
basins 12e16) and the Weddell Sea Sector (Sector 4, Drainage ba-
sins 1e2, 17e18). We calculate the simulated area of the palaeo
grounded ice sheet for each of the four sectors and each of the four
palaeo time-slices. Thinning rate observations are assigned to the
closest palaeo time-slice. However, if the period of thinning ex-
ceeds 5000 years, the observation is assigned to all relevant time-
slices. Scores are calculated for each sector as well as the whole
ice sheet.

To score the performance of the ensemble members against
present-day observations we use the Durham University bedrock
map (DUbmap, see Supplementary Data) in conjunction with the
Bedmap2 surface elevation data-set (Fretwell et al., 2013). The 18
drainage basins of the ice sheet (Fig. 2a) are used to calculate the
area of the present day ice sheets and to define boundaries for the
oceanic sub-model within PISM (Reese et al., 2018).

The data-set to be used in the scoring method can be visualised
in Fig. 2. Sector 1 has very limited constraint data for time-slices
other than the 20 ka time-slice (Bentley et al., 2014; Mackintosh
et al., 2014), and full grounding line reconstructions are not avail-
able for the sector for the 15 ka, 10 ka and 5 ka timeslices. With the
exception of some ice core measurements at 20 ka, ice thickness
constraints are limited to eithermountain ranges or coastal regions.

3.2. Scoring approach

3.2.1. Present day sieves
We define two sieves that are used to filter our ensembles:

present-day ice volume above flotation and total area of present-
day ice shelves (Fig. 4). For a simulation to pass these sieves it
needs to have a present day volumewhich is within�1 toþ3m SLE
of the observed, and an ice shelf area that is at least 75% of the
observed (Fig. 4). These sieves were chosen to identify those sim-
ulations which best-approximated the present day ice sheet and
deglaciated sufficiently for use in solid Earth modelling. We
allowed for a bias towards slightly larger present-day ice volume
because models with relatively coarse resolution are unable to
resolve narrow ice outlets or narrower ice shelves, leading to less
evacuation of ice and subsequent higher total volume. We decided
against using palaeo-sieves, such as the sea-level contribution
during the last interglacial (Briggs and Tarasov, 2013; DeConto and
Pollard, 2016), because uncertainty in Antarctica's contribution to
global sea level (Edwards et al., 2019) and in the contemporaneous
climate make this a challenging time interval from which to use
paleo constraints.

3.2.2. Scoring against geological data
The simulations that pass the present-day sieves are then scored

numerically against the geological data that record palaeo ice
extent. We design the scoring method around the palaeo and
present-day time-slices: 20 ka, 15 ka, 10 ka, 5 ka and 0 ka. For each
time-slice a deglacial reconstruction will receive a score between
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0 and 1 with a score of 0 matching none of the available observa-
tions and 1 matching all observations. It is improbable that any
simulation will score the maximum, so the focus of this method is
on the comparison between scores within this range.

For the purpose of scoring we use two terms: Tolerance and
Error (Fig. 4). When comparing a simulation to observations we
define a tolerance within which a simulation will score 1 if it is
sufficiently close to the observation. This is to recognise that there
is inherent uncertainty in both the numerical simulations and the
observation itself, so to expect a model simulation to be able to

reproduce an observation exactly is unreasonable. Fig. 4c shows
that, for example, if the area of a sector is simulated within ±5% of
the observed geological evidence of palaeo-extent then in our
scheme it will score 1. To avoid abrupt steps in scoring, when
modelled parameters are just inside or outside our defined toler-
ance, we also define a range (termed here, ‘error’) for each
parameter where the score reduces in a linear fashion from 0 to 1.
For example, in the case of the palaeo-area of a sector this error is
set to an additional 5% beyond the tolerance (Fig. 4c). As a result,
model simulations with parameters outside ±10% of the observed

Fig. 4. Schematic of sieves and scoring methodology. (a) Use of a sieve for present-day (PD) size of the ice sheet (calculated as volume above flotation, and expressed in metres sea
level equivalent (SLE)). Model runs that exceed PD contribution by > 3 m or under-predict by > 1 m are discarded. (b) Sieve for present day ice shelf area. Runs which reproduce a
total ice shelf area of <75% of the observed area are discarded. (c) Concepts of tolerance and error for scoring model runs compared to palaeo-data. Modelled values within a certain
range (tolerance) of the observed value are assigned a score of 1, and this declines to a score of zero over a range (error) beyond the tolerance limit. (d) Scoring of ice thickness
measurements on a nunatak showing a down-weighting of minimum geological constraints, and (e) a weighting of 1 for fixed values of former ice thickness.
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value will score 0, those within 5e10% will score between 0 and 1
and those within 5% will score 1. In the next section we discuss the
parameters that we score, the ways that they are scored against
observations, and the weightings given to different scores.

3.2.3. Scoring simulations of grounding-line position
To assess a simulation's ability to reproduce the grounding line

position through time, an analytical method is needed. Whilst vi-
sual comparison of grounding lines is relatively easy to do, in an
ensemble of simulations this becomes impractical, and can lead to
focus on fine-scale differences rather than the ability of the
ensemble to reproduce broad patterns of grounding-line change.
Our approach takes advantage of the synthesis work carried out by
the RAISED consortium to reconstruct grounding line positions that
are more accurate than those provided by individual datapoints of
variable data quality. For our scoring method we use the paleo-area
of each sector as a key metric to assess simulated grounding line
positions. We calculate the paleo-area for each sector (Fig. 2) at
each of the RAISED time-slices. In the Weddell Sea sector we
compare the simulated paleo-area with both paleo-extent sce-
narios in the RAISED dataset. This provides us with a comparison
that can be used to quickly determine how accurately each simu-
lation replicates grounding line migration through time. The
disadvantage of this approach is that if the ice sheet advances in
some regions, and retreats in others, it could bias our results. To
reduce this risk, we assess each of the four sectors individually
rather than score the whole ice sheet area: each simulation is
scored by comparing the modelled area of grounded ice in each of
the four sectors with the observed palaeo ice sheet area in each
timeslice. For 20 ka we are able to score all 4 sectors but in the
RAISED compilation our Sector 1 (East Antarctica) does not have
sufficient data to compile grounding line positions for the 15, 10
and 5 ka time slices (Bentley et al., 2014) and so in these cases we
only score the three other sectors. Both Scenario A and Scenario B
are scored in the Sector 4 (Weddell Sea sector), with the best sce-
nario automatically selected in the total score.

Each sector is weighted equally when calculating the total score
for each time slice (4 sectors for 20ka, 3 sectors for 15, 10 and 5ka).
For the 0 ka time slice the modelled area is calculated for each
drainage basin (1e18; Fig. 2a) and weighted relative to the largest
drainage basin within each sector.

3.2.4. Scoring simulations of paleo ice sheet thickness
The four different types of palaeo ice thickness observations

(maximum ice extent, minimum ice extent, fixed thickness mea-
surement, and thinning rate; Table 3) are scored together. For the
RAISED single point observations, a tolerance of 250 m and an error
of 250 m is used. This range was chosen because it represents a 5%
error on a possible 5000 m ice thickness maximum. The numbers
are consistent with uncertainties in observations of ice surface
height close to nunataks (e.g. due to windtails, wind scoops, and
otherminor fluctuations in ice sheet surface). For the thinning data,
which already reflects a summary of multiple datapoints and in-
cludes an uncertainty distribution (Small et al., 2019), a simulation
that replicates the observed thinning rate within the 2 sigma error

is assigned a score of 1.
Each data point within a sector is weighted by the complexity of

the local topography and whether it is a fixed thickness measure-
ment or an upper/lower bounding constraint. This first weighting is
motivated by recognising that in highly complex regions of
topography, the features measured by the observations are below
the resolution of the model and less reflective of the regional ice
sheet configuration. In essence, wewant to up-weight observations
that lie close to large ice streams, and down-weight observations in
complex mountainous ice caps. The weighting is necessary because
of the challenges of comparing field geological data to model grids
[e.g., Mas e Braga et al., 2021; Whitehouse et al., 2012a]. To deter-
mine the topography weighting, we calculate the standard devia-
tion (s.d.) of topography (1 km resolution) within the grid cell
(20 km � 20 km) that contains the data point. For s.d. < 200 m a
weighting of 1 is used, for s.d. between 200 and 380 m the
weighting decreases linearly to 0.1, and for s.d. > 380 m a
weighting of 0.1 is used. This results in a spread of weights of 46%
between 0.1 and 0.4, 15% between 0.4 and 0.7 and 39% between 0.7
and 1. Fixed measurements are assigned an additional weighting of
1 (Fig. 4e), while measurements that only provide a bound (e.g. ice
thickness change was 500 m or more) are down-weighted by 0.5
(Fig. 4d), because comparison to a maximum/minimum value
implicitly provides less constraint than comparison to a fixed value.

For the 0 ka time slice we score each simulation according to
how well it reproduces present-day ice surface elevations. We
calculate the normalised root-mean-square-error, comparing
simulated and observed ice surface elevations. The normalisation is
carried out over a range of 5000 m, with a tolerance of 5% (250 m)
and error of 250 m.

3.2.5. Treatment of temporal error
Uncertainty associated with dating is considered in our scoring

scheme. For the RAISED reconstructions, palaeo-extent data were
synthesised at 5 ka timeslices, deliberately incorporating a range of
data to come up with estimates of grounding line positions at those
timeslices. This approach necessarily involved a degree of binning
data into age groups and in some cases interpolation between
dated points [e.g., Larter et al., 2014]. To allow for the interpolation
of those datapoints we use a tolerance of 2.5 ka when comparing
model output and geological constraints at each of the 20, 15, 10
and 5 ka RAISED timeslices.

The 2.5 ka tolerance is applied independently for all data
because deglaciation was not necessarily synchronous between
sectors (Bentley et al., 2014). Model output is considered every 100
years. This means that a simulation may score highest at 21 ka in
one sector and 19 ka in another. Both these scores would be
included in the score for the 20 ka timeslice. A lower temporal
tolerance is used for the 0 ka time slice. We recognise the uncer-
tainty in palaeoclimate andmodelled trajectory of the sheet leading
into the present day modelled extent, and so allow a tolerance of 1
ka for this timeslice. For each simulation, the scores from the five
time slices are averaged to determine the total score.

4. Ensemble 1

We divide our modelling experiments into two ensembles. The
first ensemble focuses on the broader scale influences on ice sheet
evolution such as climate and mantle viscosity. We also test a range
of glaciological parameters. The aim of this ensemble is to identify
optimum choices for climate and mantle viscosity, and to provide
guidance on where the glaciological parameter space should be
sampled in greater detail in the second ensemble. The ensemble
uses the four different climate forcing scenarios (S1- S4), three
choices of mantle viscosity and two different values for the

Table 3
Types of palaeo ice thickness data and the number of observations per timeslice.

Data Types 20ka 15ka 10ka 5ka Total

Thinning Rates 0 0 11 18 29
Maximum Ice Extent 16 10 12 0 38
Minimum Ice Extent 3 3 2 3 11
Exact Ice Extent 18 14 12 14 58
Total 37 27 37 35 136
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slipperiness of the grounding line (SGL) parameter. Each of the two
different SGL members are combined with a further three corre-
sponding glaciological parameters (SIAE, SSAE, PHI), with two
values used in conjunction with each SGL value. The total number
of simulations is 192 (Table 4).

4.1. Ensemble 1 results

When the 192 simulations in Ensemble 1 are scored and sieved,
55 of the 192 simulations pass the sieve tests (Fig. 5). The passing
simulations’ total scores ranged from 0.46 to 0.78. The lowest
scoring time slice is 0 ka, while for the top simulations the highest
scoring time slice was 15 ka. The sieve for modelled present-day ice
volume was the primary reason that the simulations failed, with
the majority (95 of 97 failed) of these caused by the simulations not
deglaciating sufficiently to be considered for further analysis.

The passing simulations demonstrate a variety of different be-
haviours with respect to ice-sheet expansion and deglaciation
(Fig. 5). The LGM volume difference to present day ranges between
2.32 m and 14.39 m sea-level equivalent (ice volume above flota-
tion, calculated relative to each ensemble member's own present
day ice sheet volume, Fig. 5). Rapid deglaciation, hence rapid vol-
ume change, starts at approximately 15 ka for most simulations, but
the rate of deglaciation varies across the simulations. Several sim-
ulations predict that the ice sheet was smaller than present during
the Holocene, and that total ice volume has increased during the
last few thousand years. There is a clear relationship between the
mantle viscosity value used and the volume of the ice sheet, with a

Table 4
Summary of parameter combinations for Ensemble 1. For each choice of SGL the
other three glaciological parameters only take one of the two values shown in the
columns directly below. For example, for 50% SGL the ensemble only includes runs
with SIAE of 2.5 or 3

Ensemble Member Values No. of Models

Climate Scenarios S1, S2, S3, S4 4
Mantle Viscosity (Pa s) 5 � 1019, 5 � 1020,

1 � 1021
3

Glaciological Parameters
SGL 50% 75% 2
SIAE 2.5, 3 2,25 2
SSAE 1, 1.3 0.7, 1 2
LPHI (�) 3, 5 5,7 2
Total Models 192

Fig. 5. The sea level contribution (m sle) through time of the 55 simulations from Ensemble 1 (out of a total of 192) which passed the sieves (see Table 5 for details). The sea level
contribution is expressed relative to present and is calculated relative to each simulation's best scoring present day volume and is calculated as ice volume above flotation. Passing
simulations are classified according to climate scenarios, slipperiness of the grounding line (SGL), and plotted for different mantle viscosities: (a) mantle viscosity of 5 � 1019 Pa s, (b)
mantle viscosity of 5 � 1020 Pa s and (c) mantle viscosity of 1 � 1021 Pa s. The legend on panel (a) applies to (a)e(c), noting that not all model combinations are represented in each
plot.
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stiffer mantle leading to a greater modelled change in ice sheet
volume between the LGM and the present day (Fig. 5). The 55
simulations that passed the sieves tend to score highest and with
greatest number of passing simulations for climate S4, and viscosity
1 � 1021 Pa s (Table 5). For the grounding line slipperiness
parameterisation, the highest scoring passing simulations are
where SGL ¼ 50% but it is notable that a significantly higher
number of passing simulations have SGL ¼ 75%. We next explore
the use of the parameters consistently underpinning the best-
scoring simulations to provide robust parameter choices for
Ensemble 2.

4.1.1. Assessment of climate scenarios
We sampled four different climate scenarios in our ensemble. Of

the four scenarios, S1 scored the lowest (0.57), with only 6 passing
simulations. This is unsurprising, as it used a PD spatial field as the
basis of its evolution through time, rather than a Global Climate
Model (GCM) evolving with the ice sheet.

For the other scenarios, S2 (score of 0.59, 14 passing simula-
tions), S3 (0.63, 10), and S4 (0.65, 25), we compare the LGM
configuration of the top-scoring simulations (Fig. 6a and b). The
scenarios with less surface mass balance input (S2 and S3; Fig. 1)
generate top-scoring simulations with a thicker interior ice-sheet
that is thinner at the coast relative to S4. Additionally, when
comparing S2 to S4, it is evident that S2 was unable to produce an
ice-sheet that advanced to the continental shelf in two of the three
largest ice shelf regions of Antarctica (Fig. 6b) contrary to geological
observations. This indicates that S4 distributes mass towards the
coastline more efficiently than S2 or S3. When looking at the
summary deglacial characteristics, the mean LGM Volume differ-
ence to PD (m SLE) is higher for S4 than the other scenarios
(Table 5), but on average S3 and S4 take a similar time to deglaciate.
Our results suggest that a scenario which produces a large ice sheet
(by volume) that deglaciates relatively rapidly provides the best fit
to the observations.

Given this and considering that the highest scoring climate
scenario, S4, also had the greatest number of passing scenarios, we
subsequently use this climate for Ensemble 2 (Section 5).

4.1.2. Assessment of mantle viscosity
The results indicate that using a mantle viscosity of 5� 1019 Pa s

does not lead to a good representation of the Antarctic Ice Sheet,

with only 9 simulations passing the sieves, and the lowest average
score (0.57) of the three values applied (Table 5). When using
mantle viscosity values of 5 � 1020 Pa s and 1 � 1021 Pa s, the latter
had slightly more passing simulations (26 vs. 20) and a slightly
higher average score (0.63 vs. 0.62). Comparing the LGM configu-
ration of the top-scoring simulations generated using 1 � 1021 Pa s
and 5 � 1020 Pa s (Fig. 6c), there is relatively little difference in the
distribution of ice thickness compared to the other parameters.
There is a slight increase in ice thickness in the interior for the
lower mantle viscosity, inverted towards the continental shelf
where the higher viscosity had slightly higher ice thickness. Greater
differences are evident during deglaciation, when variations in the
rate of solid Earth rebound will influence ice dynamics via the
control on water depth at the grounding line and beneath the ice
shelf, with the latter determining whether the ice regrounds to
form pinning points.

The smallest Holocene ice volume across Ensemble 1 is �1.52 m
SLE for 1 � 1021 Pa s, �1.16 m for 5 � 1020 Pa s, and �0.3 m for
5 � 1019 Pa s (Fig. 5), suggesting that there is a connection between
mantle viscosity and the ice sheet's propensity to retreat behind
present-day grounding line positions. It has been suggested that
during the Holocene, sections of the Antarctic Ice Sheet may have
retreated behind their current grounding line positions before re-
advancing over the last few thousand years (Bradley et al., 2015;
Kingslake et al., 2018). This behaviour is reproduced in many of the
simulations in Ensemble 1 and we explore it further when dis-
cussing the results of Ensemble 2 (Section 5).

Recent reconstructions are converging on an Antarctic Ice Sheet
LGM volume on the order of 9.9 m ± 1.7 m SLE (Simms et al., 2019),
which was best reproduced by simulations that assumed a mantle
viscosity of 1 � 1021 Pa s. Given this, and with the slightly higher
score for this group of simulations, we subsequently use
1 � 1021 Pa s to represent mantle viscosity in Ensemble 2.

4.1.3. Assessment of slipperiness of grounding line (SGL)
The results suggest that the SGL parameter exerts a strong

control on LGM ice volume. On average, simulations that used an
SGL value of 50% had amean LGM volume difference of 10.98m SLE,
compared with 6.54 m SLE when the SGL parameter was set to 75%
(Table 5). The higher LGM volume is associated with a significantly
higher mean score (0.74) but fewer passing simulations (13 vs. 42).
The only time slice in which an SGL of 75% scored better than an

Table 5
Statistics for the simulations in Ensemble 1 which passed the sieves. Each of the 55 passing simulations is reported under each of the three parameters sampled in ensemble 1.
The chosen values of each glaciological parameter for Ensemble 2 are those with the highest average scores, namely Climate Scenario S4, Mantle Viscosity 1 � 1021 Pa s and
Grounding Line Slipperiness of 50%. A range of summary deglacial characteristics are reported: the average timestep before PD at which LGM was reached (max ice volume),
the mean LGM volume difference to PD is calculated as the difference (in m SLE) between the highest volume of a simulation between 22.5 ka to 17.5 ka, the average timestep
before PD at which the Holocene minima was reached, and the highest scoring 0 ka time-slice between 1 ka and �1 ka. Mean deglaciation duration is a crude measure of time
taken to transition from maximum volume to near-present ice sheet volume. Deglaciation duration is calculated as the time between the model timestep with maximum
volume and the timestepwhen volume reachesmodelled present-day volume for the first time. Amodel may reach aminimumvolume several ka after it first reaches present-
day volume for the first time (see Fig. 8a). The mean Holocene minimum volume difference is calculated relative to PD.

Values No. of
Passing
Models

Average
Final Score

LGM timestep
before PD (ka)

Mean LGM Volume
difference to PD (m SLE)

Mean Deglaciation
Duration (kyr)

Mean Holocene Minimum
timestep before PD (ka)

Mean Holocene Minimum Volume
difference to PD (m SLE)

Climate Scenario
S1 6 0.58 18.12 6.00 3.35 2.07 �0.10
S2 14 0.59 19.48 6.89 4.75 2.87 �0.31
S3 10 0.63 17.95 6.44 6.16 3.00 �0.22
S4 25 0.65 19.45 8.83 6.90 4.68 �0.38
Mantle (Pa s)
5 � 1019 9 0.58 19.59 4.90 2.63 1.40 �0.09
5 � 1020 20 0.62 18.67 7.41 6.41 4.02 �0.28
1 � 1021 25 0.64 19.13 8.66 6.50 4.11 �0.40
SGL (%)
50.00 13 0.74 19.52 10.98 5.65 3.79 �0.43
75.00 42 0.59 18.89 6.54 5.89 3.58 �0.26
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SGL of 50% is for 0 ka, and then it is only marginally better (0.05).
We prioritise modelling the LGM advance and therefore select an
SGL of 50% for use in Ensemble 2.

5. Ensemble 2

For Ensemble 2 we use climate scenario S4, a mantle viscosity of
1 � 1021 Pa s and an SGL of 50%. These values represent the highest
scoring choices amongst the parameters tested in Ensemble 1. In
Ensemble 2 we explore in further detail the effect of altering the
glaciological parameters SIAE, SSAE and LPHI by running an addi-
tional 440 model simulations (Table 6). Parameter ranges and in-
crements are detailed below; they are defined to ensure the
inclusion of optimum parameter values.

Fig. 6. Effect of key ensemble model parameters. The plots show the difference in grounded ice extent and thickness for the 20 ka timeslice where only one parameter is varied
along with the grounding lines for each simulation. Values for non-varied parameters are chosen from high scoring models. (a) Climate S4 (blue) and S3 (magenta) combined with
mantle viscosity (MVISC) 1 � 1021 Pa s, SGL 50%, SIAE 3, LPHI 5 and SSAE 1; (b) Climate S4 (blue) and S2 (magenta) combined with mantle viscosity 1 � 1021 Pa s, SGL 50%, SIAE 3,
LPHI 3 and SSAE 1; (c) Mantle viscosity of 1 � 1021 Pa s (blue) and 5 � 1020 Pa s (magenta) combined with Climate S4, SGL 50%, SIAE 2.5, LPHI 5 and SSAE 1; (d) SGL of 50% (blue) and
75% (magenta) combined with mantle viscosity 1 � 1021 Pa s, Climate S4, SIAE 3, LPHI 3 and SSAE 1. The present day observed grounding line is plotted in black.

Table 6
Summary of parameter combinations for Ensemble 2, using the highest scoring
options from Ensemble 1 (Climate Scenario S4, Mantle Viscosity 1 � 1021 Pa s and
Slipperiness of Grounding Line of 50%). Ensemble 2 explores a wider parameter
space and with finer resolution for the glaciological parameters SIAE, SSAE, LPHI
than in Ensemble 1.

Ensemble Member Values Total
Options

Climate Scenarios S4 1
Mantle Viscosity (Pa

s)
1 � 1021 1

Glaciological Parameters
SGL 50% 1
SIAE 2, 2.25, 2.5, 2.75, 3, 3.25, 3.5, 3.75, 4, 4.25,

4.5
11

SSAE 0.55, 0.7, 0.85, 1, 1.15, 1.3, 1.45, 1.6 8
LPHI (�) 2, 3, 4, 5, 6 5
Total Models 440
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5.1. Ensemble 2 results

Of the 440 Ensemble 2 simulations, 82 passed the sieves applied
at the 0 ka time slice (Fig. 7a). The total scores of the passing
simulations are in the range 0.57e0.79. The scores for the passing
simulations are relatively consistent for the 20 ka and 15 ka time-
slices, with a range of 0.62e0.85 and 0.67 to 0.91 respectively. The
variability of scores increases for the 10 ka and 5 ka timeslices, with
a range of 0.47e0.96 and 0.42 to 0.92 respectively. Scores for the
0 ka timeslice are in the range 0.36e0.57.

The LGM ice volume of the passing simulations (defined as the
maximum volume between 22.5 ka and 17.5 ka) varies from 5 to

16 m SLE above present day volume (defined as each simulation's
best scoring 0 ka timeslice) (Fig. 7b). The beginning of rapid
deglaciation occurs before 15 ka for most passing simulations, with
the duration of deglaciation being between 6 kyr and 23 kyr
(Fig. 7a). 72 of the simulations have a Holocene minimum below
their present-day volume (13 simulations exceed �1 m SLE vol-
ume), with the timing of this minimum being between 9.4 and 1.1
ka.

When the 30 top-scoring simulations are investigated further,
they have a reasonably narrow range of LGM volumes compared to
PD: all but one has a volume excess within the range 10e15 m SLE
(Fig. 7b). The duration of deglaciation varies from 8 kyr to 23 kyr

Fig. 7. Sea-level contribution of modelled Antarctic Ice Sheet change through time for Ensemble 2. (a) The 82 (out of 440) simulations which passed the initial sieves are shown in
blue, those which failed are in grey. (b) Passing simulations ranked by score: 1e10 in blue, 11e20 in cyan, and 21e30 in green, with the remainder in grey.
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and 24 of the top 30 show Holocene volumeminima (4 simulations
exceed �1 m SLE volume), with the timing of this minimum being
between 7.2 and 1.7 ka (Fig. 7b).

5.2. Individual parameters

We sampled three glaciological parameters, the shallow ice
approximation enhancement factor (SIAE), the shallow shelf
approximation enhancement factor (SSAE), and lower angle in the
till parameterisation (LPHI), to investigate how they affect the score
or characteristics of deglacial behaviour (Table 7) such as LGM
timing (time of greatest volume between 22.5 ka and 17.5 ka),
(Fig. 8), LGM volume difference (difference between modelled
volume at the LGM and the present day), deglaciation duration
(difference between LGM timestep and the timestep when the
simulation first reaches its present day volume), Holocene mini-
mum time (timeslice at which volume is lowest) and the Holocene

minimum volume (difference between volume at the Holocene
minimum time and present day).

The SIAE was varied between 2 and 4.5 using an increment of
0.25. There was no clear trend in score amongst all simulations, but
the scoring of the passing simulations indicate that values between
2.5 and 4.5 provide the highest scoring deglacial histories (Fig. 8a).
Although a value of 4.25 has the highest average score overall
(0.77), with only three passing members we do not suggest it is the
best value for the SIAE. The LGM volume difference showed a slight
decrease with increasing SIAE for all simulations, which is expected
because an increase in SIAE enhances the rate of deformation
within the ice which is the primary form of flow in the interior of
the ice sheet. The passing simulations had higher average total
scores in general compared with all simulations. It is also notable
that the passing simulations favour slightly higher LGM ice vol-
umes, by 1e2 m SLE (Fig. 8b).

The SSAEwas varied between 0.55 and 1.6 using an increment of

Fig. 8. Box andWhisker plots showing the distribution of total score values (a, c, e) and LGM Volume Difference (Vol Dif) (b, d, f) for a range of values of the glaciological parameters
SIAE, SSAE, and LPHI. Excess LGM volume is calculated relative to the modelled PD ice volume in each case. Blue boxes represent all models from Ensemble 2 while red boxes
represent just the passing models. Each plot has a line plot joining the median values.
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0.15. There is a peak in average score amongst all simulations at 1.15
(Fig. 8c) but the same is not true for the passing simulations. The
average score of passing simulations is slightly higher for low
values of the SSAE, but SSAE values > 1.15 show a larger range of
scores, including higher scoring simulations overall. The LGM vol-
ume difference in passing simulations increases from 9.47 m SLE to
12.51 m SLE with increasing SSAE values of 0.55e1, it then plateaus
with SSAE values of 1.15e1.45 before slightly decreasing (Fig. 8d).
This trend is also seen - albeit less strongly - amongst all passing
simulations. The values on the edge of the parameter space have
the largest range of possible LGM volumes. The summary deglacial
characteristics (Table 7) show that as the SSAE increases, the timing
of the LGM shifts to later in the simulation.We speculate that this is
because increasing the SSAE increases the rate of flow within ice
streams, which enables grounding lines to stay advanced for longer
before retreating. However, for higher SSAE values deglaciation
tends to be more rapid when it does occur (Table 7) because the
interior of the ice sheet has been thinned by rapid ice stream flow
during the glacial period.

The LPHI was varied between an angle of 2 and 6� using an
increment of 1�. For the full suite of simulations, highest average
scores are achieved for LPHI values between 3 and 5� (Fig. 8e).
Average scores for passing simulations increase up to till angle of 5�,
but are lower for a till angle of 6�. The LGM volume difference in-
creases with increasing LPHI, up to 5�, before decreasing at the
upper edge of our parameter space. This trend is more prominent in
passing simulations (Fig. 8f). Of the three parameters the LPHI
shows the most control over the summary deglacial characteristics
(Table 7): an increase in LPHI moves the LGM later, increases the
LGM volume difference, increases the deglaciation duration, and
shifts the Holocene minima to a later and smaller magnitude vol-
ume difference. The LPHI represents the strength of bed resistance.
A lower LPHI gives a weaker bed and will lead to faster-flowing and
more extensive ice streams, as well as reduced lateral stress at the

boundaries of ice shelves. An increase in LPHI will lead to a decrease
in flow from the interior of the ice sheet to the coast, which natu-
rally leads to an increase in volume of the LGM ice sheet.

There is a balance within the ensemble between the LPHI, SIAE
and SSAE. For example, increasing LPHI reduces the flow from the
interior of the ice sheet to the coast, which can be countered by
increasing the SIAE which enhances the rate of ice deformation.
Similarly, a higher LPHI leads to a reduction in the extent of ice
streams, as well as increased lateral stress at the margins of ice
shelves, which might be countered by increasing the SSAE to
enhance the flow rate of ice streams and ice shelves.

6. Investigation of the top 10 scoring deglacial simulations

6.1. Results

We investigate the top 10 scoring simulations from Ensemble 2,
which we label in score order from M1 (highest total score of all
passing simulations) through M10 (10th highest total score)
(Tables 8 and 9). Within the top 10 simulations the SIAE values
range from 2.25 to 4.25, the SSAE from 0.70 to 1.45, and the LPHI
from 3 to 5. The LGM volume difference for our top 10 scoring
simulations ranges from 10.90 to 14.08 m SLE with varying degla-
ciation behaviours (Fig. 9a and b). All simulations have a rapid
deglaciation that initiates around 15 ka, but prior to this there are
three distinct model behaviours (Fig. 9a); a stable ice volumewith a
slight increase in volume prior to deglaciation (M2,4,5,6,8), a slight
but steady volume loss (M3,7,10), or an increasingly rapid volume
loss (M1,9). The change in volume during this period is not asso-
ciated with major changes in grounded area (Fig. 9b) which would
be consistent with climatically-driven volume variation rather than
dynamic changes.

From 15 ka there are two styles of deglaciation, which have no
correlation with the previous groupings. The first is characterised

Table 7
The average statistics from the simulations in Ensemble 2 which passed the sieves. Each of the 82 passing simulations is reported under each of the three glaciological pa-
rameters. The average final score is the mean of the final score of passing simulations. See Table 5 for definitions.

Values No. of
Passing
Models

Average
Final Score

LGM timestep
before PD (ka)

Mean LGM Volume
difference to PD (m SLE)

Mean Deglaciation
Duration (kyr)

Mean Holocene Minimum
timestep before PD (ka)

Mean Holocene Minimum Volume
difference to PD (m SLE)

SIAE
2 13 0.68 19.83 10.5 10.72 5.92 �0.83
2.25 12 0.69 19.68 10.93 12.78 5.15 �0.64
2.5 6 0.74 21.22 12.92 15.97 3.6 �0.56
2.75 11 0.72 19.08 11.73 12.91 3.65 �0.48
3 8 0.74 20.79 11.84 15.28 3.8 �0.56
3.25 13 0.73 20 11.95 13.19 4.96 �0.77
3.5 7 0.74 20.04 12.53 15.94 3 �0.37
3.75 4 0.72 20.28 10.31 15.73 3.08 �0.56
4 3 0.75 19.63 9.8 17.1 1.6 �0.21
4.25 3 0.77 20.43 12.25 15.17 3.43 �0.5
4.5 2 0.74 18.05 12.33 13.95 3 �0.7
SSAE
0.55 5 0.73 21.4 9.47 16.08 3.22 �0.63
0.7 8 0.74 21.84 11.43 15.88 3.39 �0.59
0.85 8 0.73 21.1 11.99 16.61 3.08 �0.49
1 14 0.73 21.3 12.51 15.82 4.19 �0.58
1.15 14 0.72 19.19 11.36 12.44 4.64 �0.66
1.3 10 0.72 19.23 11.09 11.51 5.15 �0.83
1.45 11 0.70 18.2 12.04 11.65 4.43 �0.59
1.6 12 0.69 18.77 10.98 12.03 4.87 �0.5
LHI
2 5 0.67 20.08 6.76 9.38 7.54 �1.19
3 26 0.71 20.37 10.29 12.89 5.06 �0.72
4 28 0.72 20.09 12.15 14.44 4.28 �0.55
5 16 0.74 19.3 13.25 14.33 3.11 �0.45
6 7 0.73 19.14 12.05 14.83 2.24 �0.42
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by rapid deglaciation to an ice volume below that of present day by
7.5 ka (M1,2,3,5), while the second has a slower deglaciation period
followed by a tail of different behaviour as the simulations
approach present day volume (M4,6,7,8,9,10). Grounded area
change follows a similar range of trajectories (Fig. 9b), although the
differentiation between simulations is less clear, especially as the
grounded area approaches 100% of the present day timeslice. The
exceptions are M3, M4 and M9 which rapidly retreat to a grounded
area smaller than present during the early Holocene, reflecting a
period of rapid dynamic retreat.

Our top 10 results demonstrate the balance between LPHI and
the two enhancement factors (SIAE and SSAE, Table 8): in other
words the balance between strength of the bed and strength of the
ice. For example, simulations M1 and M2, which have an LPHI of 5,
also have relatively high SIAE (3.25,4.25) and SSAE (1.45,1.45)
values, compared with M3 and M9, which have an LPHI of 3 and
lower SIAE (2.25,3.75) and SSAE (0.7,0.7) values. This highlights the
non-uniqueness inherent in ice sheet modelling and the need to
consider more than one best-fit result, and it further supports our
ensemble approach.

6.2. Comparisons to existing models

To test our scoring method beyond our own ensemble we
additionally apply it to four existing deglacial reconstructions; ICE-
5G (Peltier, 2004), ICE-6G_C (Argus et al., 2014), W12 (Whitehouse
et al., 2012a), and the top ensemble member (A20B) from Albrecht
et al. (2020b). This allows us to score the relative performance of
the simulations within our ensemble against output from previ-
ously published models, and to see which of our ensemble

simulations, if any, score better in our scheme than previous
deglacial reconstructions (Table 8). ICE-5G was constructed using a
combination of paleo ice sheet observations and far-field sea-level
data. ICE-6G_C represents an update to ICE-5G; comparing the two
ice histories should allow us to determine whether our scoring
method can identify any improvement between iterations of the ice
history. The W12 model was developed using the Glimmer ice
model, with fixed grounding line positions defined at 20 ka, 15 ka,
10 ka, 5 ka and 0 ka. A20B is a numerical simulation produced using
the PISM model, it was originally scored using the AntICEdat
dataset of compiled geological observations (Briggs and Tarasov,
2013; Albrecht et al., 2020b).

Scoring these four deglacial histories is important because it not
only provides a direct comparison for our new deglacial re-
constructions but also because the models have been constructed
using different approaches and understanding their relative per-
formance against constraint data may provide insight into the
utility of these approaches. Moreover, the pre-existing ice histories
differ in terms of their total LGM ice volume and style of deglaci-
ation. In terms of excess ice volume at the LGM, ICE-5G (17.5 m SLE)
and ICE-6G_C (13.6 m SLE) (Argus et al., 2014) have more thanW12
(9 ± 1.5 m SLE) or A20B (9.4 ± 4.1 m SLE).

The scores in Table 8 show that three of the four previously
published deglacial models score lower for almost all timeslices
than our top 10 scoring simulations. The exception is W12, which
scores higher (0.84) for the 20ka timeslice than our top 10 (highest
score 0.83). W12 also performs similarly to our top 10 for the 10ka
timeslice, where it scores only fractionally lower (0.80) than the
three lowest scoring of our top 10, which score 0.81. The fourth
published model, A20B, has an overall score (0.77) close to our top

Table 8
The Top 10 scoring simulations from Ensemble 1 and 2 alongwith our scoring of four published deglacial models. Only Albrecht et al. (2020b) is scored for 0ka as it was the only
deglacial history to dynamically model the 0ka timestep. The thinning rate value refers to the number of geologically-derived thinning rates that are matched (within 2-sigma)
by the modelled thinning rates at those locations.

Ensemble Parameters Thinning Rates Scoring by Timeslice Scoring Summary

Simulation Climate Mantle viscosity (Pa s) SGL SIAE LPHI (�) SSAE Score (out of 25) 20ka 15ka 10ka 5ka Paleo 0ka Total Score

M1 S4 1 � 1021 50% 3.25 5 1.45 13 0.83 0.86 0.86 0.86 0.85 0.55 0.79
M2 S4 1 � 1021 50% 4.25 5 1.45 12 0.8 0.84 0.96 0.85 0.86 0.5 0.79
M3 S4 1 � 1021 50% 2.25 3 0.7 13 0.81 0.88 0.86 0.83 0.85 0.52 0.78
M4 S3 1 � 1021 50% 3 5 1 20 0.8 0.85 0.84 0.89 0.84 0.52 0.78
M5 S4 1 � 1021 50% 2.25 4 1.3 11 0.8 0.87 0.84 0.85 0.84 0.53 0.78
M6 S4 1 � 1021 50% 4 4 1 17 0.8 0.86 0.86 0.84 0.84 0.51 0.77
M7 S4 1 � 1021 50% 3.25 5 1.3 22 0.82 0.85 0.81 0.84 0.83 0.53 0.77
M8 S4 1 � 1021 50% 3.5 5 1.15 19 0.79 0.89 0.81 0.84 0.83 0.52 0.77
M9 S4 1 � 1021 50% 3.75 3 0.7 14 0.8 0.88 0.84 0.88 0.85 0.44 0.77
M10 S4 1 � 1021 50% 3 5 1 19 0.8 0.86 0.81 0.88 0.83 0.49 0.77
5G (Peltier, 2004) 19 0.31 0.59 0.69 0.65 0.56 n/a n/a
6G (Argus et al., 2014) 15 0.61 0.74 0.64 0.71 0.68 n/a n/a
W12 (Whitehouse et al., 2012a) 10 0.84 0.79 0.8 0.65 0.77 n/a n/a
A20B (Albrecht et al., 2020b) 14 0.92 0.84 0.58 0.83 0.79 0.66 0.77

Table 9
Summary of deglacial behaviour and volume change of the top 10 scoring simulations.

Simulation LGM timestep
before PD (ka)

LGM Volume difference
to PD (m SLE)

Deglaciation
Duration (kyr)

Holocene Minimum
timestep before PD (ka)

Holocene Minimum Volume
difference to PD (m SLE)

Absolute difference to PD
volume (m SLE)

M1 22.7 12.81 14.3 4.8 �0.47 0.12
M2 16.8 11.81 8.5 5.3 �0.7 �0.22
M3 22.2 11.63 13.2 5.4 �0.97 1.67
M4 15.7 11.9 9.8 1.7 �0.34 2.81
M5 17.4 10.9 9.1 6.8 �0.83 2.48
M6 18.2 12.32 15.4 2.1 �0.32 �0.08
M7 21.8 14.08 17.5 3 �0.62 �0.14
M8 19 13.35 13.2 3.8 �0.6 0.89
M9 21.5 11.03 14.7 4.8 �1.12 �0.93
M10 23.4 13.34 21 1.3 �0.1 2.03
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10 (0.77e0.79). This high scoring of A20B is driven by relatively
higher scores for the 20 ka and 0 ka timeslices compared to our top
10. A20B has comparable performance to our top 10 for the 15 ka,
and 5 ka timeslices (Table 8). Interestingly, the score for the A20B 10
ka timeslice is notably low (0.58), and indeed lower than any of the
previously published models or our top 10.

7. Discussion

In this section we discuss the characteristics of the 10 top-
scoring simulations, and specifically what inferences can be made
from them about patterns of Antarctic deglaciation. Five key

themes emerge; 1) LGM ice sheet volume (sea level contribution);
2) regional behaviour of the ice sheet, specifically in the Ross Sea
sector; 3) retreat behind present margins in the Late Holocene; 4)
readvance mechanisms; 5) the use of geologic data and data-model
comparisons. We discuss these themes in turn.

7.1. Ice sheet volume through time

Our modelled ice volume excess at the LGM (range of 10 top-
scoring simulations equals 10.9e14.08 m SLE; Table 9; Fig. 9a) is
slightly higher than, but overlaps with, the value of 9.9 ± 1.7 m SLE
determined from estimates compiled since 2010. It also overlaps

Fig. 9. Evolution of the top 10 scoring simulations from both Ensembles shown in terms of (a) sea level contribution (m SLE) and (b) grounded area (normalised to best scoring
present day time step). Details of ensemble parameters for M1-M10 are in Table 8, and a summary of volumes and deglacial timing characteristics are in Table 9. Colours correspond
to Figs. 10 and 11.
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with the range of 7.5e13.6 m SLE derived from three GIA studies
(Simms et al., 2019). In terms of how the previously published
models score during deglaciation, both W12 and A20B score higher
than the top 10 simulations in our ensemble for the 20 ka timeslice
(Table 8). This higher match may suggest that the lower excess
volumes at LGM of W12 and A20B are preferred by the geological
data, which is supported by the progressively lower scores for ICE-
6G_C and ICE-5G for the 20 ka timeslice. The top 10 simulations in
our ensemble all score higher for each of the 15 ka, 10 ka, and 5 ka
paleo time-slices than any of the four previously published degla-
cial models. However, A20B scores more highly for the 0 ka time-
slice than any of our top 10.

Fig. 10 shows the differences between the 10 top-scoring sim-
ulations at their 20 ka configuration. The 20 ka grounding line
positions are shown in Fig. 10a, and demonstrate that there is little
variation in positions between the best-scoring simulations except
in the Ross Sea and Prydz Bay. Here, simulations with smaller
grounded area and volume (Fig. 9) have larger embayments in the
central Ross Sea and central Prydz Bay. More broadly, most of the
volume differences occur due to differences in ice elevation in the
south-eastern Weddell Sea sector, Ross Sea sector, and Amery-
Lambert glacial system (Fig. 10bed). These volume differences at
20 ka occur where there were former embayments in the

grounding line in each of the Weddell, Ross and Prydz Bay systems.
The variability in modelled grounding line positions in these high
scoring simulations probably reflects a relative lack of marine
geological constraints in the central parts of the embayments and
the fact that geological evidence of ice thickness at coastal nunataks
is too distant to have significant constraining power on the
grounding line, particularly when it is at or near maximum extent.

Notably all of the top-scoring simulations show little difference
in the extent of the grounding line on the continental shelf around
the Antarctic Peninsula and Bellingshausen - Amundsen Sea sec-
tors, with all high scoring simulations having grounded ice
extending to the shelf edge. There are some minor differences in
extent on the East Antarctic shelf with some of the smaller simu-
lations having embayments in Wilkes Land, which is also reflected
by thinner ice directly inland.

The timing and nature of deglaciation shows some variation in
our top-scoring simulations. Although most of the top 10 simula-
tions keep a reasonably constant grounded area from 25 ka to 17 ka
(Fig. 9b) it is noticeable that ice sheet volume shows more variable
behaviour. Most simulations have fairly constant volume but some
(e.g. M1, M3, M9) show a steady, relatively slow decline prior to
rapid deglaciation (Fig. 9a). This suggests that in these simulations
there may have been substantial thinning prior to grounding line

Fig. 10. Differences in modelled ice sheet configuration at 20 ka. Line colours correspond to Fig. 9 a) Modelled M1 surface elevation at 20 ka and grounding lines for the top 10
scoring simulations; b) 20 ka grounding line for M5 and ice thickness difference between M1 and M5. M5 is chosen as an example of a model with a relatively small LGM volume
(Fig. 9) but with a similar deglacial trajectory to the majority of the top 10 simulations; c) Ice thickness of M1-M6 and M6 grounding line at 20 ka. M6 is chosen as a simulation with
similar LGM volume to M1 but which deglaciates more slowly; d) M1-M7. M7 is the top 10 simulation with the largest LGM volume, and it deglaciates relatively late compared to
other top scoring simulations. In each case the volume differences - whether smaller or larger than M1 - are dominantly focussed on the SE Weddell Sea, Ross Sea and the Prydz Bay/
Amery Ice shelf region.
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retreat. The timing of the onset of more rapid deglaciation (i.e.
where gradients steepen in Fig. 9a) varies within a fairly small time
interval from 17.5 ka (M6, M7) to 15 ka (M2, M4, M9).

All of our 10 top-scoring simulations have major deglaciation
occurring by 15 ka, consistent with a range of marine geological
evidence for the timing of ice stream retreat (Livingstone et al.,
2012; Bentley et al., 2014). Livingstone et al. (2012) show that the
retreat behaviour of individual ice stream catchments varied
markedly depending on drainage-basin size, bathymetry, bed
roughness and ice-stream geometry, and we emphasise that Fig. 11
shows the behaviour in aggregate, which will likely mask huge
variations in retreat timing and style. However it is notable that
very little terrestrial evidence exists for such early rapid deglacia-
tion with cosmogenic exposure ages evidencing a pulse of rapid
thinning in the early-mid Holocene (Johnson et al., 2014; Jones
et al., 2015; Hein et al., 2016; Small et al., 2019). Our best scoring
simulations suggest that the early lateral retreat of ice streams, as
documented by geological evidence, was likely accompanied by a
significant reduction in ice sheet volume with implications for the
source areas of Antarctic contributions to global sea level change at

this time.
We score all models against two grounding line scenarios which

differ in the Weddell Sea (Hillenbrand et al., 2014) but point out
that these scenarios are treated equally in the scoring scheme. Our
top 10 scoring simulations show matches to one or other of these
scenarios, but we also note some key differences when compared to
our simulated LGM configurations. Scenario A has two embay-
ments, one in the Filchner ice shelf and one in the Ronne ice shelf,
located either side of a region of ice sheet advance to the conti-
nental shelf (Hillenbrand et al., 2014). Scenario B assumes ice sheet
advance to the continental shelf across the whole embayment
(Bentley et al., 2014). All of our Top 10 scoring simulations (Fig.10a),
are simulations that show a large embayment in the Filchner Ice
Shelf, but we do not reproduce an embayment on the Ronne ice
shelf side.

Fig. 11 shows the position of the grounding line at various times
for some top-scoring simulations. Some simulations appear to
retreat very early. For example, M2 has retreated in both the
Weddell and Ross Sea by 10 ka. This is initially surprising, however
it can be explained by the fact that both the minimum and

Fig. 11. The grounding lines for the top 10 scoring simulations along with the present day observed grounding line (Bedmap2, Black) are shown for (a) 15ka, (b) 10ka, (c) 5ka and (d)
0ka. The boxed outlines on (c) show the regions displayed in Figs. 11 and 12.
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maximum RAISED scenarios for the Weddell Sea sector are treated
equally in the scoring scheme. This allows more retreated config-
urations in the Weddell Sea to score highly against the minimum
scenario influencing the overall score of this simulation. Interest-
ingly, we note that simulations M3 and M5 show significantly
earlier retreat in the Ross Sea than in the Weddell Sea, so for
example the Ross Sea grounding lines retreat to close to present
values whilst the Weddell Sea grounding lines are still in inter-
mediate positions (Fig. 11b and c).

7.2. Holocene retreat behind present grounding line

A notable feature of a large number of the 82 passing model
simulations in Ensemble 2 and all of the top-scoring 10 simulations
is that they show a minimum in ice sheet volume prior to the
present day (Fig. 9). For most of these simulations there is a cor-
responding minimum in grounded area, implying that the
grounding line is modelled to have retreated behind its present
position in some sectors of the ice sheet. The existence of a smaller-
than-present ice sheet (or ‘overshoot’) configuration in the mid-to
late Holocene has been suggested in both the Weddell Sea (Bradley
et al., 2015; Bentley et al., 2017; Whitehouse et al., 2017; Siegert
et al., 2019) and Ross Sea (Kingslake et al., 2018; Venturelli et al.,
2020; Neuhaus et al., 2021). The inference of retreated positions
relies on a range of datasets including marine geological observa-
tions of former grounding lines, glaciological observations, GPS-
measured subsidence, and radiocarbon inventories in sediments
located behind the present grounding line. Possible mechanisms
for this retreat and subsequent re-advance, including GIA-induced
re-grounding of ice shelves (Matsuoka et al., 2015; Bradley et al.,
2015; Kingslake et al., 2018) or climatic controls (Lowry et al.,
2019; Neuhaus et al., 2021).

Fig. 11c shows that by the mid-Holocene many of the top-
scoring simulations predict retreat behind the present grounding
line position in the Ross Sea and south-eastern Weddell Sea. Figs. 9
and 11 together show the influence of the timing of grounding line
retreat on the volume evolution of the modelled ice sheet. For
example, simulations M8 and M10 predict an advanced position of
the grounding line in the Weddell Sea and Ross Sea until well into
the Holocene (Fig.11b and c) and this is reflected in slower and later
retreat and ice volume and area decline (Fig. 9). Other simulations
predict an earlier retreat, especially in the Ross and Weddell Sea
embayments (Fig.11), and this is reflected in earlier volume decline.
Two of the simulations (M3 and M5) reach their smaller-than-
present volume minima at or before 7 ka but the majority of
smaller-than-present minimum configurations are reached after 7
ka. This is consistent with the emerging evidence from radiocarbon
inventories in sediments of the Ross Seawhich argue against model
predictions of early Holocene retreat to smaller-than-present con-
figurations (Kingslake et al., 2018) and supports reconstructions
that place the timing in the mid-Holocene (Venturelli et al., 2020).
A mid-Holocene minima is also more consistent with exposure age
dating of outlet glacier thinning in the Transantarctic Mountains
(Spector et al., 2017).

More detailed analysis of the readvance positions of some of the
top 10 simulations in the Ross and Weddell Sea regions are shown
in Fig. 12 (Ross Sea) and Fig. 13 (Weddell Sea). The pattern of
grounding line change in the Ross Sea shows that from the mid to
Late Holocene up until the present-day there was advance at a
similar rate across the whole of the Siple Coast region (Fig. 12),
although not all high-scoring simulations precisely simulate the
present-day grounding line (Fig. 12b).

The magnitude of Holocene ‘overshoot’ retreat on ice sheet
volume ranges from �0.1 to �1.1 m SLE (Fig. 9, Table 9), with most
in the range �0.4 to �1.0 m. This has potential implications for

studies that attempt to balance the global sea level budget: rather
than a continuous contribution to sea-level rise up to present, it is
possible that re-growth of the Antarctic ice sheet was offsetting
sea-level rise from elsewhere during the mid to late Holocene.

In Ensemble 1 there was a correlation between the volume of
the Holocene minimum and mantle viscosity (Table 5), with higher
viscosity simulations predicting the smallest Holocene minima and
lower viscosity simulations predicting minimal retreat behind
present, likely due to the stabilising effect of rapid rebound (Gomez
et al., 2015). Our results support the idea that mantle viscosity, and
hence the rate of solid Earth rebound during deglaciation, plays a
role in controlling the timing and extent of retreat/readvance. Ice-
Earth feedbacks have been shown to be important in low viscos-
ity regions such as the Amundsen Sea Embayment (Kachuck et al.,
2020) but more work is needed to understand the role of feedbacks
in regions where mantle viscosity is uncertain and may vary
laterally, e.g. across the Weddell and Ross Sea regions (Whitehouse
et al., 2019).

7.3. Patterns of deglaciation in the Ross Sea

In the Ross Sea, the highest scoring simulations document a
range of Holocene behaviour with many of them predicting a
central embayment in the grounding line by 10 ka (Fig. 12b). The
dimensions of this embayment differ between simulations but in
all cases rapid grounding line retreat is predicted between 10 and 8
ka, particularly in the western Ross Sea (Fig. 12a,c). By 8 ka the
grounding line is consistently modelled to be close to its current
position along the front of the Transantarctic Mountains. In some
simulations, continued Holocene retreat is predicted up to 400 km
behind the present grounding line (Fig. 12a). For example, in
simulation M7 significant inland retreat is predicted along the
Mercer Ice Stream (adjacent to the Transantarctic Mountains) by
7e6 ka. This is followed by slow readavance during the late Holo-
cene that does not reach the present-day grounding line (Fig. 12b).
We also illustrate the behaviour of M18, and although it was the
18th best scoring simulation, it shows an important type of
behaviour. Out of our top 30 this simulation is the one with the
greatest Holocene retreat behind present margins but which still
readvances to the present day by 0 ka. M18 predicts ~400 km
retreat behind present along the whole Siple Coast by 7 ka and
subsequent progressive readvance reaches the present day
grounding line by 10 ka (Fig. 12c and d).

There is ongoing debate as to whether a ‘swinging gate’ or a
‘saloon door’ best describes the pattern of ice sheet retreat in the
Ross Sea (Halberstadt et al., 2016). The swinging gate model pro-
poses a linear grounding line retreat deglaciation, hinged in the
eastern Ross Sea and thus showing progressive retreat of the
grounding line through much of the mid to late Holocene in the
western Ross Sea, along the Transantarctic Mountain front. The
saloon door model suggests that deglaciation was more rapid in a
large embayment in the central Ross Sea with slower grounding
line retreat simultaneously in both eastern and western Ross Sea.
Our highest scoring simulations do not discriminate clearly be-
tween these two conceptual models: modelled initial retreat sup-
ports the suggestion that a central embayment developed in the
Ross Sea during the Holocene (Halberstadt et al., 2016; Greenwood
et al., 2018) but does not preclude a linear deglaciation in the
western Ross Sea. For example Fig. 11a and b and 12a, c show that
some of the high scoring simulations show a large central embay-
ment. But the modelled retreat behaviour along the Transantarctic
Mountain Front is more complex. Specifically, simulations M7 and
M18 show an initial embayment but with rapid retreat of a
grounding line perpendicular to the Transantarctic Mountain front
of >1000 km in less than 2 kyr and relatively early in the Holocene
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(Fig. 12a). But there are remnants of grounded ice in the western
Ross Sea for a few kyr following this retreat. In both cases there is
modest retreat (200e400 km) in the eastern Ross Sea during the
same interval.

7.4. Readvance mechanisms in the Wedell sea sector

We explore the mechanisms of ice sheet readvance from
smaller-than-present configurations in Fig. 13. Fig. 13b shows that a
large part of the ice sheet in the southern part of the Weddell Sea
embayment - beneath the current-day Filchner-Ronne ice shelf
(FRIS) - ungrounds at 6 ka. This un-grounding is rapid and exten-
sive, a 1000 m-deep cavity forms beneath the ice shelf as the
grounding line retreats to a position 200 km inland of the present-
day grounding line (Fig. 13a). Over the following 3e7 kyr the water
depth subsequently shallows at all sites (Fig. 13b). This reflects a
combination of slow isostatic rebound and a thickening of the ice

shelf, which progressively regrounds (Fig. 13d). The deepening of
the ice shelf keel due to thickening occurs at a rate up to three times
faster than the rate of the bed uplift (Fig. 13d). We cannot rule out
that some of the thickening of the ice shelf is itself driven by re-
grounding or an increase in lateral stress elsewhere in the
embayment. The location of the first re-grounding is the current
Henry Ice Rise, about 3 kyr after the initial un-grounding. Re-
grounding then occurs 1e4 kyr later at sites inland of the present-
day grounding line with the furthest inland sites grounding before
the intermediate site (Fig. 13b). The pattern of grounding is
controlled by the bed topography with shallow areas of bathymetry
- such as beneath the Henry Ice rise - being the likely sites for re-
grounding. This localised grounding and ice rise formation
(Fig. 13c) appears to be critical in triggering readvance, and is
consistent with the mechanism discussed byMatsuoka et al. (2015)
whereby GIA-driven or climatically driven ice thickening causes the
ice to re-ground on an uplifting seabed, leading to the formation of

Fig. 12. Holocene retreat in the Ross Sea. Map of the Ross ice shelf region for simulation M7 (a, b) and M18 (c, d) with grounding lines plotted through time. (a, c) 10ka through to
5ka, (b, d) 5ka through to 0ka. The observed grounding line is in black (BEDMAP2). Most modelled grounding lines are shown at 1 ka intervals but between 10 and 9ka we show
grounding lines at 200 a intervals in order to display modelled retreat styles. Colour keys in panels a and b also apply to c and d, respectively.
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ice rises. The ice rises in the southern Weddell Sea are likely to
impart backstresses and consequently trigger ice sheet re-advance
(Matsuoka et al., 2015; Kingslake et al., 2018; Siegert et al., 2019).

7.5. Data-model comparison and implications for future field
campaigns

We use a comprehensive set of geological data to identify the
most realistic reconstructions of Antarctic Ice Sheet change during
the last deglaciation but there is significant variability in our top-
scoring simulations (Fig. 14). The variability is of interest because
it can point to areas where new geological constraints are likely to
have greater power to discriminate between simulations. The
greatest variation is seen across regions currently covered by ice
shelves. This variability is partly related to the difficulty of

identifying and dating geological records of past ice extent and
thickness in marine-grounded sectors of the ice sheet. Marine re-
cords of past grounding line positions are often difficult to access
due to the presence of contemporary ice shelves and, by definition,
there are rarely any nunataks to record past ice thickness near the
centre of the marine embayments - such features are predomi-
nantly located near the coast of terrestrial sectors or along the
Transantarctic-Peninsula mountain range. It is therefore not sur-
prising that the greatest variability in modelled change is seen in
sectors that experienced the most grounding line migration during
the last glacial cycle. Although potentially challenging, improving
data coverage and quality in these sectors is desirable given the
wide range of factors that control their ice dynamics.

In our top 10 simulations, there is large variability in modelled
ice thickness in several sectors. Specifically, across the Ross Sea and

Fig. 13. Readvance mechanisms in the Weddell Sea. (a) A map of the Filchner-Ronne Ice Shelf (FRIS) with the grounding line from simulation M9 at 5ka in blue and at 0ka in cyan
(extent of map shown in Fig. 10c). The green circle, brown cross and magenta triangle show the locations of the time series plotted in b, while the red transect indicates the location
of the profiles plotted in c. H indicates the location of the Henry Ice Rise; (b) Depth of the water beneath the ice shelf (or open ocean) through time showing when different regions
transition from grounded to floating or open water, and then re-ground again. The abrupt cavity changes at the outermost (triangle) site between 6 and 4.5ka are due to minor
fluctuations of a calving front over the site; (c) Configuration of the ice sheet and bed just after the time at which re-grounding occurs (c. 2.7 ka) at the magenta triangle in panel a.
Top and underside of the ice shelf are shown by blue lines and the bed in black. Vertical lines correspond to colours in panel a. (d) Contribution of bed uplift and ice thickness change
to re-grounding, shown for the magenta triangle site in a. The plot shows that the underside of the ice shelf lowers (thickens) at about three times the rate that the bed is uplifting.
The cavity closes when the ice shelf grounds at 2.7 ka.
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Weddell Sea at 20 ka, at 15 ka, and at 10 ka close to the onset of the
Holocene (Fig. 14c) and across the Larsen C embayment throughout
much of the deglaciation (Fig. 14aec). As noted previously, much of
the variability in ice sheet thickness at both the 20 ka and 15 ka
timeslices is driven by the presence and size of embayments in the
expanded ice sheet (Fig. 14a). It is notable that this variability
translates to significant thickness change over a significant area of
the Siple Coast (Ross), the area around the Foundation and Institute
Ice Streams (Weddell), and to a lower degree in the area directly
upstream from the Amery. The implication is that improved
thickness constraints for 20e15 ka in these inland regions would
help further discriminate between our simulations. This is in
addition to the obvious point that marine geological constraints on
the ice sheet extent and the embayment at 20e15 ka would also
help to discriminate between simulations. Around East Antarctica
there are some differences in extent across the continental shelf but
withmoremodest thickness changes expressed inland. This may be
a resolution issue as many of the ice streams feeding the short
distance across the narrow continental shelf are relatively narrow
compared to our grid resolution [e.g., Pittard et al., 2017]. Efforts to
model the ice sheet with adaptive meshes will be important for
addressing this issue [e.g., Gong et al., 2014]. The relatively minor
differences around East Antarctica may also be related to the

narrow continental shelf as there are relatively small variations in
LGM grounded ice extent in different ensemble members (Fig. 14).
Vertical differences may be driven by parameters that control
vertical profile and which could be better constrained by more
onshore geological observations.

For the 10 ka timeslice there are even greater areas of variability
(Fig. 14c), in this case driven by the large range of grounding line
positions. Some top scoring simulations having already retreated
deep inland by this time (Fig. 11) with others still having grounding
lines present on the outer to mid continental shelf. Marine
geological records from 10 ka in the central areas of the major
embayments would have significant power to discriminate be-
tween simulations but much of this area is beneath current ice
shelves and thus very difficult to access even with specialist coring
approaches [e.g., Smith et al., 2021].

By the 5 ka timeslice the variability in ice thickness is largely
driven by the difference in Late Holocene retreat to minimum po-
sitions (Fig. 14d). Resolving between these is more challenging than
for other timeslices because the differences are driven by configu-
rations smaller than present where evidence (e.g. a cosmogenic
nuclide inventory) is recorded beneath present day ice. In this case
discriminating between these simulations requires drilling to
bedrock to analyse cosmogenic nuclide evidence of Holocene

Fig. 14. Variability in modelled ice sheet thicknesses. The plots show the variation in ice thickness between the top 10 simulations, expressed as the thickness range encompassed in
two standard deviations (2-sigma) relative to the mean (a) 20ka, (b)15ka, (c) 10ka and (d) 5ka. Areas of greater difference between simulations are shown by darker areas.
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exposure of buried nunataks (a target of several ongoing projects)
or drilling beneath ice to look for Holocene marine sediments
recording former grounding line retreat (Kingslake et al., 2018;
Neuhaus et al., 2021). At this timeslice marine geological data has
the power to discriminate between simulations with and without
areas of remnant ice on the continental shelf such as between the
Amundsen and Bellingshausen seas, north of Berkner Island and on
both sides of the Antarctic Peninsula (Fig. 14d), but the marine data
has far less power to constrain the main ice sheet. At this timeslice
marine geological data has the power to discriminate between
simulations with and without areas of remnant ice on the conti-
nental shelf such as between the Amundsen and Bellingshausen
seas, north of Berkner Island and on both side of the Antarctic
Peninsula (Fig. 14d), but the marine data has far less power to
constrain the main ice sheet.

7.6. Limitations

Finally we reflect on some of the limitations of our approach, in
terms of both the ensemble modelling and scoring methodology.
Firstly, in order to run a large ensemble of simulations we used a
relatively coarse horizontal resolution (20 km) which results in
regions with complex topography being poorly represented. Such
regions include the Transantarctic mountains, where ice flux from
the East Antarctic Ice Sheet to the Ross Ice Shelf is underestimated
along glaciers <60 km wide, and the Amery and George VI ice
shelves, where flow along narrow ice shelves is poorly resolved,
often leading to simulated grounding line advances in excess of
geological observations. These issues contribute to the relatively
poor scores achieved for the present day time-slice in our simula-
tions; the narrow ice streams and ice shelves are unable to trans-
port sufficient volumes of ice resulting in modelled ice that can be
too thick or too advanced. Flow in areas of complex topography can
also produce complicated relationships between ice and cosmo-
genic nuclide exposure ages from nunataks (Mas e Braga et al.,
2021), an issue exacerbated by lower model resolution. It is
notable that our higher scoring deglacial reconstructions tend to
have higher SSAE values, reflecting the improvement in perfor-
mance when flow rates are enhanced in regions that are poorly
resolved at 20 km horizontal resolution. Allowing for spatially
variable shallow shelf enhancement factors could also lead to better
representation of ice flow in regions of complex topography.
Alternatively the use of adaptive meshes in areas of complex
topography could be further explored, although the computational
expense may be currently prohibitive for palaeo models.

Another limitation relates to factors that exert a first order
control on the position of the grounding line and the profile of the
ice sheet including the conditions at the base of the ice sheet (ge-
ology, topography, presence of water), the water depth at the
grounding line (linked to mantle viscosity), the temperature of the
ocean, and the buttressing effect of any ice shelf or ice m�elange
(Pollard et al., 2018). In some cases the relationship between these
factors and ice dynamics is poorly known. It is reasonable to as-
sume that some vary spatially, especially bed conditions and
mantle viscosity (Whitehouse et al., 2019), but in ways that have
not been fully constrained and incorporated into models. In
particular, we acknowledge that mantle viscosity varies spatially in
three-dimensions, especially between East and West Antarctica.
Choice of a single mantle viscosity implies trade-offs between be-
haviors across the continent. Furthermore, there is currently
insufficient geological evidence from which to infer if there have
been any past time-dependent changes to these factors that should
be incorporated into models, either directly or via parameter

optimisation within an ensemble modelling approach. Future ef-
forts should focus on constraining the controls on past ice sheet
change as well as documenting the actual change, for example in
terms of how bed conditions evolve during deglaciation.

Any scoring approach using geological data has to deal with
measurement and geological uncertainties in the constraint data,
along with the limitations of representing flow through detailed
topography where a large proportion of geological constraints exist
(Mas e Braga et al., 2021). Our approach has been to use expert
judgement and synthesis of grounding line position (Bentley et al.,
2014), and to allow for a degree of temporal and spatial uncertainty
(Fig. 4) in thickness and extent data, which we have termed here
tolerance and error. Moreover we have developed for the first time
an approach that incorporates scoring against thinning rates, which
themselves incorporate and represent a range of uncertainties
(Small et al., 2019). But we note that other approaches exist such as
attempting to define all geological uncertainties in a Bayesian
framework (Briggs et al., 2014).

Finally, we still end up with similar scores for very different ice
sheet reconstructions which indicates both a need for more
geological data in some key regions (Fig. 14) and that we also need
to further refine our approach to identify the ‘best’ reconstructions.
Related to this, novel approaches are required to reconstruct ice
thickness change across the interior of the ice sheets where
geological records are almost non-existent. Ice thickness change in
the interior is likely to have been minimal away from regions of
large-scale grounding line migration, but the implications for total
ice volume change are significant. In particular, it is important to
test the hypothesis that some regions of the ice sheet were thinner
than present during the last glacial cycle, as suggested by ice core
evidence [e.g., Mackintosh et al., 2014] and previous modelling
studies. One promising approach is to compare or score models
against internal ice architecture, such as demonstrated recently by
Sutter et al. (2021). By looking at the internal layering of the ice
itself, this approach has the significant advantage of fewer spatio-
temporal limitations: it is possible to utilise large parts of the
interior ice sheet to constrain models, not just the geological re-
cords from nunataks, marine cores, or in ice cores.

8. Conclusions

We provide a new model ensemble of Antarctic deglaciation
using PISM along with a new scoring methodology for comparing
model output against geological constraint data. Our approach has
been to run a two-stage model ensemble of the Antarctic Ice Sheet:
a first ensemble to explore a broad parameter space and a second to
focus on exploring the best simulations using the higher scoring
parameter combinations. Our main conclusions from this work are:

� Patterns of LGM extent in top-scoring simulations show AIS sea
level contributions of 10.9e14.08 m SLE, consistent with recent
published ranges.

� A wide range of retreat behaviours are exhibited in the top-
scoring simulations, with differences mostly occurring in the
Weddell Sea, Ross Sea and Amery-Lambert Glacier regions.
Differences include LGM configurations, the timing of retreat
onset, and timing of ice sheet retreat to a minimum position.

� Our top scoring simulations score more highly than four pre-
viously published models when our scoring methodology is
applied.

� These best scoring simulations show early (pre-15 ka) deglaci-
ation consistent with some marine geological data. This
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modelled deglaciation is accompanied by significant reductions
in volume.

� A common feature of our highest-scoring simulations is retreat
of up to a few 100s of km behind the present grounding line in
both the Weddell Sea and Ross Sea. This corresponds to a vol-
ume of �0.4 to �1.0 m SLE smaller than the present ice sheet.
The modelled extent of the retreat is broadly consistent with a
range of other work based on geological data and model studies
(Bradley et al., 2015; Kingslake et al., 2018; Neuhaus et al., 2021;
Venturelli et al., 2020).

� We explore four key parameters in our ensembles, and show
that there are trade-offs in the best scoring simulations between
three of the parameters (Shallow Ice Approximation enhance-
ment factor, Shallow Shelf Approximation enhancement factor,
lower till angle in bed strength parameterisation) that relate to
ice rheology and bed strength. The fourth parameter of mantle
viscosity shows a clear relationship with the retreat minima:
lower viscosity tends to stabilise retreat, consistent with recent
suggestions on the potential importance of grounding line sta-
bilisation by rapid uplift (Gomez et al., 2015).

� We explore the mechanisms by which the retreat to minima,
and the subsequent Late Holocene readvance occur. For re-
grounding we find that both bed uplift and ice shelf thick-
ening contribute to the re-grounding of the ice.

� Assessing the variability in our top scoring simulations allows us
to provide guidance for locations where new geological con-
straints would have most constraining power.

Finally, one of the primary applications for these ensemble
models of deglacial reconstructions tested against geological data is
to use them as the ice loading components of glacial isostatic
adjustment models. These GIA models are in turn used to correct
satellite gravimetric measurements of contemporary ice sheet mass
balance (Whitehouse, 2018). By using an ensemble approach, we
suggest that the top scoring simulations could be used in GIA
models and will allow propagation of a robust uncertainty estimate
in the ice loading component.

9. Code and data availability

Ensemble 1, Ensemble 2 and scoring codewill be available at the
NERC Polar Data Centre repository.
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