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Abstract

We study the problem of pathwise stochastic optimal control, where the opti-
mization is performed for each fixed realisation of the driving noise, by phrasing the
problem in terms of the optimal control of rough differential equations. We investi-
gate the degeneracy phenomenon induced by directly controlling the coefficient of
the noise term, and propose a simple procedure to resolve this degeneracy whilst
retaining dynamic programming. As an application, we use pathwise stochastic
control in the context of stochastic filtering to construct filters which are robust to
parameter uncertainty, demonstrating an original application of rough path theory
to statistics.
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1 Introduction

Stochastic optimal control is a classical optimization problem with numerous appli-
cations, from optimal liquidation and portfolio selection in mathematical finance to
various problems in production planning, engineering and biology. Here one typically
has a stochastic differential equation (SDE) of the form

dXs = b(Xs,7s) ds + o (X, vs) AW, s et T, (1.1)

with an initial condition X; = x, where W is a Brownian motion and v is an adapted
control process, and the goal is to minimize (resp. maximize) a cost (resp. reward)
functional of the form

T
It i7) = E[ [ 10 ds g

over all possible choices of the control 7. The resolution of this problem is by now well
understood—two primary approaches being that of the Pontryagin stochastic maximum
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principle and Bellman’s principle of optimality (or dynamic programming principle),
which allows one to characterise the value function of the control problem, defined by
v(t,z) = inf, J(t,x;7), as the unique solution of a Hamilton-Jacobi-Bellman (HJB)
partial differential equation (PDE).

In their 1998 paper [30], Lions and Souganidis considered a variant of this problem,
known as ‘pathwise stochastic control’, where the optimization is performed pathwise.
In other words, one considers controlling the solution of an equation of the form (1.1)
for each individual realisation of the Brownian motion W. Moreover, they suggest that
in this case the value function should satisty a ‘stochastic HJB equation’. Indeed, at
least in the case when o does not depend on the control ~, if we pretend for the moment
that the paths of W were smooth, then, at least formally, the classical theory leads one
to derive a stochastic PDE of the form

—dv—inf{b-Vv+f}dt—a-VvdW:0, (1.2)
Bt

with v(T,-) = g.

The notion of pathwise stochastic control actually goes back at least as far as the
work of Davis and Burstein [16, 17], who note that pathwise control is actually equivalent
to the classical stochastic control setting if one allows for anticipative controls, leading
to the conclusion that the difference between classical and pathwise control boils down
to nonanticipativity of the controls. In this view, pathwise control can be thought
of as performing optimal control with the benefit of complete knowledge of both the
past and future realisations of the stochastic noise. On the other hand, as shown for
instance by Rogers [33], pathwise control can also be used to obtain duality results for
classical (nonanticipative) stochastic control, thus providing an alternative approach for
numerical computations.

Since pathwise control entails the optimization of a stochastic system path by path,
it is natural to fix such an (arbitrary) path and proceed to analyse the resulting de-
terministic problem. This invites a pathwise interpretation of the stochastic integral
appearing in the controlled dynamics. The strategy followed by Buckdahn and Ma [§]
circumnavigates such a technical requirement, by instead employing a Doss—Sussmann-
style transformation to convert the problem into a more standard setting of ‘wider-sense
control problem’, allowing them to establish their value function as the unique stochas-
tic viscosity solution of the associated HJB equation. A more direct approach, avoiding
such an ad hoc change of variables, requires one to utilize a pathwise approach to
stochastic integration.

One such deterministic approach to integration against paths of low regularity is
provided by rough path theory, introduced by Lyons [31]. The basic idea here is that the
notion of integration can be extended in a consistent way to paths of lower regularity
such that strong stability results concerning continuity of the integration map with
respect to the driving ‘rough path’ hold, but one requires extra information about the
driving signal than is expressed in the path alone. Such paths, ¢ say, must therefore
be ‘enhanced’ by a suitable ‘second order’ process ¢(?) which captures this missing
information. The addition of the process ¢ is equivalent to considering the Lévy area
of the path ¢, and corresponds to the addition of the iterated integral [ [5 d¢s ® d¢,
but since this integral does not exist in the classical sense, its value must be postulated,
rather than being uniquely determined by the original path (.



We note in particular the more recent work of Diehl, Friz and Gassiat [18], which
appears to be the first attempt to apply rough path theory to optimal control, in which
the authors consider controlled dynamics of the form

dX, = b(Xs,vs) ds + A(Xy) dCs, (1.3)

driven by a geometric rough path ¢. They proceed to both obtain a version of Pon-
tryagin’s maximum principle and establish their value function as the unique solution
of a ‘rough HJB equation’, and moreover obtain a duality result for the corresponding
nonanticipative stochastic control problem. Their results suggest that rough path the-
ory is an ideal tool for the study of pathwise stochastic control—a notion that we will
echo in the present work.

Notably however, the existing literature on pathwise control invariably focuses only
on the case where the control process appears in the drift term, but does not appear
in the coefficient of the noise term (or rough path). That is, the controlled dynamics
considered are typically of the general form in (1.3), where X is not allowed to depend
on the control . As observed in Diehl et al. [18], the pathwise control problem with full
dynamic control (particularly control in the coefficient of the noise term), when stated
in the obvious way, turns out to be degenerate, which explains the lack of results in this
direction. An indication of this arises when one reruns the formal derivation that led
to (1.2) in the case where A depends on . In this case the resulting equation exhibits
the Brownian motion W inside the infimum. At least heuristically, this corresponds to
the ability to perfectly optimize over the path of the noise term, which, as we will see,
is the source of the degeneracy.

Example 1.1 (Insider trading). Let us suppose that an agent is trading a stock with
price composed of a diffusive term with volatility o, representing usual market uncer-
tainty, and a deterministic path ¢ which represents some additional information known
only to the agent. We suppose that ¢: [0,7] — R is a continuous path which has infinite
variation on any interval. Denoting the size of the agent’s investment by ~ and their
wealth process by X, we have the controlled dynamics’

dX5"7 = y4(o dWy + d¢s), s € [t,T], (1.4)

with X:f’gc’ﬂY = x, where W is a standard Brownian motion and «x is the agent’s initial
wealth. We assume that at each time the agent can only hold a finite amount of stock.
More precisely, we impose that v takes values in the finite interval [—¢,¢], for some
g > 0. The agent’s expected terminal wealth is given by the value function

v(t,z) = supE[X;r"y], (1.5)
%

where the supremum is taken over the collection of progressively measurable [—¢,¢]-
valued processes. In order to study the nature of this problem, let us approximate ¢ by
a smooth function 1. The dynamics (1.4) are then approximated by

AXLPI = y (o AW, + 15 ds),

'Let us suppose for the moment that we have employed a suitable notion of integration such that
the integral against ( is well-posed.



where 77 denotes the derivative of n. The resulting control problem is classical. The
associated HJB equation is given by

ov" N {1 5 0% by 81177} 0
Sup 570 T =Y
ot YE[—¢,g] 2 8%2 ox

with terminal condition v"(T,x) = x. The solution v" is seen to be

T
v(t,x) =x + 5/ |ns| ds, (1.6)
t
and we infer that the optimal control v* is given by

i = esgn(m). (1.7)

Suppose now that we were to repeatedly refine the approximation n so that it better
captures the fast fluctuations of (. Even without giving a precise definition of what we
might mean by the limit as n — (, it is clear that the solution (1.6) should diverge to
infinity in this limit. In other words, the original value function, as defined in (1.5),
should be simply given by v(t,x) = oo whenever ¢ < T'. Thus, we infer that our original
control problem, with the infinite variation signal (, is degenerate.

The phenomenon exhibited here is typical for such control problems, where we at-
tempt to control the coefficient of the infinite variation term in the controlled dynamics.
The problem in the previous example is that, in contrast to a classical stochastic set-
ting, since the controller can ‘see’ the path ( in advance, they can choose controls -~y
with very small, but extremely quick, fluctuations, which allow the solution X to take
full advantage of the infinite variation of . Indeed, notice that the sign of the optimal
control in (1.7) changes at the same rate as that of 7, which varies ‘infinitely quickly’
in the limit as n — (.

To paraphrase Diehl et al. [18], if the coefficient of the driving signal has enough
dependence on the control, and this signal has unbounded variation on any interval,
then the controller can drive the solution to reach any point instantly whilst incurring
an arbitrarily low cost.

In the current work we investigate this degeneracy phenomenon in more detail, and
see how it may be resolved by introducing an artificial cost to penalise the variation
of the controls. We will see how this cost may be chosen to ensure that a dynamic
programming principle is retained, thus allowing one to recover a setting comparable
to that of [18]. As an extension of that paper, we proceed to consider pathwise control
with unbounded cost functions and, by obtaining locally uniform bounds on the controls,
establish the value function as the unique solution of a rough HJB equation.

Stochastic filtering concerns the problem of estimating the current state of a hidden
process from noisy observations, and itself has widespread and important applications,
from finance and biology to engineering, defence and aerospace. In their paper [15],
Crisan, Diehl, Friz and Oberhauser used rough path theory to resolve an existing open
problem in the theory of ‘robust’ stochastic filtering, by establishing continuity of a large
class of stochastic filters with respect to the observation path, by first enhancing it by
its Lévy area. The second contribution of the current work is to consider an application



of pathwise control to another kind of ‘robust’ filtering, namely robustness of the filter
with respect to model uncertainty.

Although classical filters are generally known to perform well under perfect knowl-
edge of the system dynamics, they are typically very sensitive to modelling errors. Thus,
the problem of robust filtering, in this sense, has attracted a great deal of interest; see
the discussion at the beginning of Section 4.2. In [2] the authors constructed such a
robust filter, the calculation of which involves the derivation of a pathwise stochastic
control problem. In that setting the control terms did not appear (in any crucial way)
in the coefficient of the driving noise in the controlled dynamics. Similarly to the ap-
proach in Buckdahn and Ma [8], a change of variables could therefore be used to ‘hide’
the rough noise term in the drift coefficient, thus recovering a more classical optimal
control setting. In the current work we aim to significantly extend the theoretical results
of [2], which will require us to be able to handle full control of the dynamics. As in
Crisan et al. [15], it will be useful to consider the observation process as a rough path,
by first enhancing it by its Lévy area.

It is our hope that the following exposition will be of interest to readers familiar with
rough path analysis, but also accessible to those without a working knowledge of the
subject. Accordingly, we begin Section 2 with a brief recall of the necessary technical
preliminaries, and then present some new results for rough differential equations in the
setting of optimal control. In Section 3 we discuss some alternative reformulations of the
pathwise control problem with the aim to resolve the degeneracy issue. We provide a
rigorous treatment of the resulting unbounded control problem, and illustrate the ideas
with some simple examples. In Section 4 we turn our attention to robust stochastic
filtering. Our approach leads naturally to a pathwise optimal control problem and,
despite the nonlinearities inherited from the classical filtering equations, we will proceed
to characterise the associated value function as the solution of a rough HJB equation.

2 Rough path preliminaries

We would like to consider an R™-valued process X which, for each choice of control
v:[0,T] — R*, satisfies an equation of the form

dX, = b(X,,vs) ds + M Xy, vs) dGs, s €[0,T], (2.1)

where € is a continuous (deterministic) R%valued path of infinite variation.

Suppose that b and A are Lipschitz continuous. In the case when < is of finite
variation and A does not depend on the solution X, the integral against { then exists in
the classical Riemann—Stieltjes sense by integration by parts (see e.g. Theorem 1.2.3 in
Stroock [36]). The equation (2.1) then has a unique solution, and moreover the solution
map from the driver ¢ to the corresponding solution X¢ is continuous with respect to
the supremum norm. In fact, in this case all the results of the next section can be
reproduced without any reference to rough path theory, or any other such sophisticated
machinery.

On the other hand, in the general case when A depends on X, the integral against
¢ in (2.1) does not even exist in the Riemann—Stieltjes sense. Moreover, even if { were



smooth, the solution map ¢ — X¢ is known to lack continuity, which later would be
fatal to the derivation of our HJB equation.

A deterministic approach to integration against very general classes of signals is pro-
vided by rough path theory, which moreover allows the continuity property mentioned
above to be recovered. As mentioned in the introduction, the key here is, rather than
to simply integrate against the path (, to first enhance ¢ by a suitable ‘second order’
process (@), which contains the missing information required to construct the so-called
‘rough integral’ against the enhanced path ¢ := ((, ¢ (2)). There are by now a number
of monographs on this subject, such as Friz and Hairer [22] and Friz and Victoir [24].

The language of rough path theory is typically written either in terms of the %—
Holder regularity of paths, or in terms of their p-variation. When working only with
continuous paths (as we shall), these two notions of regularity are more or less equiv-
alent (see Chapter 5 in [24] for precise details), and the theory may be built up in an
almost identical fashion using either notion. In the current work it will turn out to be
necessary to work primarily with p-variation norms. On the other hand, in the proof of
Proposition 2.4 below we will make use of the marginally better control on the regularity

1

of paths over small time intervals provided by restricting to E—Hélder rough paths. We

shall therefore make use of both these notions of regularity.

2.1 Notation

Throughout, we will consider a finite time interval [0,7], and write Ajgy := {(s,?) :
0 < s <t < T} for the standard 2-simplex. For any path ¢ on [0,7] we define the path
increment (¢ = (; — (s, and write ||(||oo == SUP,c(0,7] |¢s| for the supremum norm. We
will also make use of the following function spaces. We write

e L(R%R™) for the space of linear maps from R? to R™,
e Lip, for the space of bounded Lipschitz functions b: R™ x R¥ — R™,

e C}' (n € N) for the space of n times continuously differentiable (in the Fréchet
sense) functions A: R™ x R* — £(R% R™) such that A and all its derivatives up
to order n are uniformly bounded,

o CPvar — crvar([0, T); RF) for the space of RF-valued continuous paths of finite
p-variation, that is, continuous paths v such that the seminorm

1
P
Il = <sup 3 ws,trp) < oo,

P siep
where the supremum is taken over all partitions P of the interval [0, 77,

o COPvar — cOpvar([g T); R¥) for the closure of smooth paths from [0, 7] — R¥ with
respect to the p-variation seminorm.

For p € [2,3) we write €7 = €7([0, T]; RY) for the space of R%-valued %—Hélder rough

paths, that is, pairs ¢ = (¢,¢?), where the path ¢: [0,7] — R? and its ‘enhancement’



@, Apr — R? @ R? satisfy certain algebraic and analytical constraints, namely

Chen’s relation?,

Cs(?t) = gg? + C7(1,2t) + Cs,r & Cr,ta

which is assumed to hold for all times s < r < t, as well as the condition that

€I e = 1€ g+ [1€2 ]2 gy < o0
P P P
(2)
Copt Corf
where <l 1 pge == sup G |; and HC(Z)HE_Hal = sup S 7
’ s#E0.T] |t — s|P v s#E0.T] |t — 5|

The enhanced path ¢ is sometimes referred to as the ‘lift’ of (. We also define

2
D \p
6@l = (swp 3 621F)

[s,t]eP

1€, = 1l + (1<

We will sometimes write e.g. [|(]|,.[s4 for the p-variation of ¢ over the subinterval [s, ].
As we are working on the time interval [0, 7], it is straightforward to see that any
1 2
rough path ¢ = (¢,¢®?) € €7 satisfies |[C[lp < [[]|1 5T 7 and [[(P)][p < (I¢P]|2 gy T,
p P
which in particular implies that [[(], < co for any ¢ € €7.

We introduce the induced rough path metrics® given, for rough paths n = (7, 77(2))
and ¢ = (¢,¢®), by

Q%_Hél(na ¢):=1ln- CH%-HE)I + Hn(z) - CQ)H%-H&’
op(1.€) = lln = Cllp + [[1® = @],

As can be readily checked, any smooth path (:[0,T] — R? can be ‘lifted’ in a
canonical way to a rough path ¢ = (¢,¢®) by enhancing it with the integral

t
Cﬁ? =/ Cor ® dGp (2.2)

On the other hand, for a general %—Hélder continuous path ¢, the integral in (2.2) does
not exist in the classical sense. In this case the value of this integral is postulated by the
enhancement ¢(?), which in practice is often constructed using stochastic integration.
Later we will also consider the space of geometric rough paths ‘5;) P C 6P, defined as
the closure of canonical lifts of smooth paths with respect to g1 4. For example, when
P

¢ is a semimartingale and the integral in (2.2) is defined using Stratonovich integration,
the resulting lift turns out to be a (random) geometric rough path. This property of
being well approximated by smooth paths allows one to make sense of solutions to a
wide class of rough ODEs and PDEs—we will see an example of this in Definition 3.13
below.

?Here ® is just the standard tensor product from R? x R? to R? @ R ¢ R¥*?,
3The ‘metrics’ g1 _nsp 9p do not distinguish between constants, but € does become a complete
P

metric space when endowed with the metric (n,¢{) — |10 — (o] + 01 5 (1, €)-
P
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2.2 Rough integration

We now define a suitable class of integrands for rough integration. Given a rough path
¢ € ¢P, we define the space of controlled rough paths (in the sense of Gubinelli [26]),
which we denote by 27 = 27([0,T];R™), consisting of pairs of paths

(X, X"y € CPYa ([0, T); R™) x CPY*([0, T; L(RE; R™))
such that the remainder term RX, given by
Ry = Xop — XoCous

satisfies || R¥ H% < 0o. Here X' is called the Gubinelli derivative of X (with respect to
(). Equipped with the norm (X, X') — | Xo| + | X{| + | X' |l + HRXH%, the space .@? is
a Banach space.

Remark 2.1. As our main interest is in the optimal control of the solution X to (2.1),

the notion that X is ‘controlled’ by ¢ introduces a possible source of confusion, but our
use of the term should always be clear from the context.

Proposition 2.2 (Proposition 2.6 in [25]). Let ¢ = (¢,¢?) € €P([0,T);RY), and let
(X,X') e @é’([O,T]; LR R™)) be a controlled rough path. Then the limit

T
X,d¢ == lim XoCop + X2
| xac i, 3 X+ XL

exists®, where the limit is taken over any sequence of partitions P of the interval [0, T
such that the mesh size |P| — 0. This limit (which does not depend on the choice of
sequence of partitions) is called the rough integral of X against .

Moreover, for any 0 < s <t <T, we have the estimate

t
‘ / XT» dCT’ - XsCs,t - X;Cé?t)

= CP(HRXH%;[s,t]”C”p;[s,t] + ||X/”p;[s,t]HC@)H%;[s,t])’ (2.3)
where the constant C),, depends only on p.

2.3 Rough differential equations with controls

For a given p € [2,3), rough path ¢ = (¢,¢®) € €P([0,T); R?) and control function
v € €5V ([0, T]; R¥), we consider the rough differential equation (RDE)

dX, = b(X,,vs) ds + M X, vs)dCs, s € (0,7, (2.4)

controlled (in the sense of optimal control) by v, with Xy = x € R™, where the second
term on the right-hand side is interpreted as a rough integral against (.

(2)

4Strictly speaking, in making precise sense of the product X;Cs}t , we use the natural identification

of L(RY; L(R%R™)) with £(R? @ RY; R™).



The main element that takes us outside the standard RDE setting is the appearance
of the control v in the coefficients. Note however that, since v € C g'var, it is immediately
controlled by ¢ with 4/ = 0, so that (v,0) € 9?([0, T];R*). Then, provided that A\ € C2,
for any (X,X') € @g([O,T];Rm), the composition A\(X,~v) can also be interpreted as
being controlled by ¢, with Gubinelli derivative given by

A(X,7) = DX, 7) X, (2.5)
where D, is the Fréchet derivative of A in its first argument.

Lemma 2.3. For somen>1,let0 =ty <t <...<tph_1 <t, =T, be a partition of
the interval [0,T). Then, for any path X, one has that

n 1

p

¥l <0 I )
=1

Proof. Let 0 = s9g < 81 < ... < sy_1 < sy = T be another partition of the interval
[0,7]. We can label the union of these two partitions in two different ways as follows.
We can either write

sj_lzt%<t{<...<t£j:sj foreach j=1,...,N,

or ti,1256<5§<...<sﬁvi:ti foreach i=1,...,n,

where, crucially, n; < n for every j. We have

al N ol p N 7
Z Yoy = Xl Z <Z ‘th a th1|> = ”pzz }th B Xtiél|p
J=1 =1 \i=1

k3

j=1i=1
n N; n

_ . P p

=n” Z Z ’X% - XS}_J <n? Z HXHP;[ti—hti]'
i=1 j=1 i=1

The result then follows from taking the supremum over all possible partitions sg < s1 <
... < sy of the interval [0, 7. O

Proposition 2.4. Let b € Lip, and \,¢ € C’g. For some p € [2,3) and L > 0, let
¢ € 6P such that ||€||1q < L, and suppose that X satisfies the RDE (2.4) with
p

X' = X\X,7), for some v € C5Va We have the following estimates:

(i) 100X llp < Crw (1X 11 + [11]1).
(ii) [|RYXD|[, < Cop (IXI2 + | BX]| + Illg).
(iii) 1|1 X[lp < Conprr(1+ [7I5™),

(i) R, < Conpra (1L + InI5),

where in each case the constant C' depends only on the variables indicated.



Proof. The first two estimates follow from standard arguments, noting that the Gu-
binelli derivative of (X, ) is given by ¥(X,~v) = Dy(X,v)A(X,~). Let us therefore
turn our attention to the proof of (iii). In the following the symbol < shall denote
inequality up to a multiplicative constant depending only on b, A\, p,T" and L.

Let [s,t] C [0,7]. We then have

|RY| = |Xop — X1Cssl

t
sw/xua%mg—Aw@%mJ—mxwa

t
-%/MXWWV+WXw@%

SR g1 stosn + IACEAY DpiostlIC? g g + 16 = 51+ 1657,

where we applied (2.3) to obtain the last line. It follows that for a given interval
I C[0,T] of length |I],

1B g IR g lsr + IACE A U [C2 g, + 1+ 11CP g -
Applying the estimates in (i) and (ii) with ¢ = A\, we obtain

12¥5 < O (X + 1B g+ 5 U<t
+ (L IXIG s+ ) (6P, + 1T+ HC@)H%I)
for some constant Cy (which only depends on b, A and p).

1 1
Since ||C|lp:r < <2 gerlI|? < LiI|7, there exists some r > 0 (depending only on
p
p, L and C4) sufficiently small such that

1
CIHCHP;I < 5 (2-6)

whenever || < r. It is enough to prove the result for 7' < r, since one can then extend
the result to any larger T' using Lemma 2.3. We will therefore assume that T' < 7, so
that (2.6) holds for all intervals I under consideration. We then deduce that

1R gr S (X1 + g Clr + (4 X7 + ) K, + 121 (27)

From the basic estimate
X
[ X lpir S N€llp,r + (1B 2,1, (2.8)

we then have that
1X s < Co 1+ Ilgsr) (ISllmr + 12l + 1) + CollXIZ,— (29)
for some constant Cy (depending on b, \,p and L). From here, we aim to infer an

estimate which holds on small subintervals, and then use Lemma 2.3 to paste such
subintervals together to obtain an estimate which holds on the entire interval [0, T7].

10



It follows from above that, if Cs||X||,;; < %, then

1X s < 2Ca (1 + 19l ger) (I s + (1621 . + 111).
Let t* = sup{t € [0,T] : Co|| X ||p;sr < 5 whenever |I| < t}. If t* = T then we are done.
Otherwise, let I be an interval such that [I| = ¢* and Ca| X7 = 2. Then
1
s = IX s < 201+ Ilgar) (Il + 162l + 1)

2C
i w2 (2) ) 2 *
< 202(1 + ”7”%;[0,T]) (HCH%-Hél(t )p + HC H%_Hél(t )p +1 )7
and we deduce that )
< p
PR 1+ ||'Y||%;[07T]-

The interval [0, 7] can be partitioned into n := [T'/t*] subintervals I of length at most
t*, on each of which we have || X||,.; < ﬁ From Lemma 2.3, we obtain the bound

1+1
X lpgoiry 5, where n < 1T/t S 14 [l 411
Substituting (2.8) into (2.7), we have

[B¥l5,r < Cs 2+ lgar) (Ic]

for some new constant C5. This equation is of the same form as (2.9). We can thus
apply exactly the same argument as above to deduce the estimate in (iv). O

and the estimate in (iii) follows.

pt 1P| +171) + Ca|| B¥ 3,

The results of Theorem 2.5 and Proposition 2.6 below are new in this setting due
to the inclusion of the control function ~, particularly in the controlled path setting
of Gubinelli with path regularity measured in p-variation, but they are based upon
standard results, so we shall postpone their proofs to the Appendix.

Theorem 2.5. Let b € Lipy, A € C} and ¢ € €P. For any x € R™ and any y € cavar,
there exists a unique solution (X, X') € @f to the RDE
t t
X, — 2 +/ b(Xerns) ds +/ MXo7s)dCs, £ 0T, (2.10)
0 0

such that X' = N(X, ), where \(X,~) is interpreted as a controlled rough path with
Gubinelli derivative given by (2.5).

Proposition 2.6. Letb € Lip,, A € C3, v,0 € CTV andn, ¢ € EP with 2 e < L,
p
NS e < Lo Let (X, X') = (X,\(X,7)) € Dy (resp. (Y,Y') = (Y,\(Y,9)) € @g} be
p
the unique solution of the RDE (2.10) controlled by v (resp. ¥) and driven by mn (resp. )

with the initial condition x (resp. y). Suppose that H'yH%, HﬂHg < M for some M > 0.
Then

1 = Yl + | B = BY |y < C(Io = gl + Iy = Dlloo + Iy = 0l + g(0.€)). (2:11)

Moreover, given v € C3, we have

| [ oxaman— [woac] < (o=l +lh-dlt vl + (n.0))
0 0

p
(2.12)
Here the constants C,C’ depend on b,\,p, T, L and M, and C' also depends on ).
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3 Pathwise optimal control

3.1 Avoiding degeneracy

Our set-up is the following. We fix a geometric rough path ¢ = (¢, () € %go’p([(), T]; R%)
such that [|C]1pys < L for some p € [2,3) and L > 0. We consider, for each v €
P

C2v2(]0, T); R¥), the controlled dynamics
AXEY = h(XEEY ) ds + A(XET, ) dCs, Xp™ =, (3.1)
driven by ¢. We then consider the control problem with value function given by

v(t,z) = inf J(t,z;7) (3.2)

,YEC%—var

for (t,z) € [0,T] x R™, where the cost functional .J is defined as

T T
J(t,a57) = / FXE, ) ds + / BXE, 5, dCs + g(XEET). (3.3)
t t

Here f: R™ x RF = R, ¢: R™ x R¥ — L(R%R) and g: R™ — R.

Lemma 3.1. Suppose that b € Lipy, A € C'g’ and i € C'g. Then, for any t,x and v, we
have that

T
/t BT, ) dCs

where the constant C' depends only on b, A\, ¥, p, T and L.

<C(1+ iR, (3.4)

Proof. By Theorem 2.5, the RDE (3.1) has a unique solution (X5%7 \(X5%7 ~)) € .@?

for any v € C2™¥", and the integral I Y(XE™Y ~g) Al is then well-defined. By (2.3),
we have that

T
’ /t B9 d¢| < Cp (@A)l + | RY D, 1yl

R+ 19 g 1P )
Applying the estimates in Proposition 2.4, we deduce (3.4). O

Remark 3.2. The choice to measure the regularity of the controls using g-variation for
q = 5 ensures that % + % > 1, so that the corresponding Young integral of v against (
always exists. It may be tempting to wonder whether the result of Lemma 3.1 could still
hold using a bound based on the g-variation of controls for a larger value of g. However,
this is not true in general. Indeed, if % + % < 1, then one can construct a sequence
{(¢™,7™) }n>1 of pairs of bounded variation paths such that [|("][, =1 = ||7"||, for all
n > 1, but such that fOT Y2 d¢Y — oo as n — oo, which would contradict (3.4).

Preventing degeneracy of this control problem can essentially be thought of as pre-
venting the size of the rough integral above from becoming arbitrarily large. Lemma 3.1
shows that one can control the size of this integral by the 5-variation of the controls.

12



However, since controls can exhibit arbitrarily large Z-variation whilst remaining uni-
formly bounded, the cost functional in (3.3) is not able to adequately penalise this
variation. In view of Example 1.1, for a typical choice of v, one should expect the value
function in (3.2) to be simply given by

v(t,x) = —00 for all (t,z) € [0,T) x R™.

We also point out that merely restricting the class of controls ~ to, say, smooth functions
does nothing to resolve this problem.

The estimate in (3.4) implies that one could prevent degeneracy by imposing a
uniform bound on the £-variation of the controls but, as appreciated in Diehl et al. [18],
this would not be a very natural condition. Instead, we first propose to introduce an
artificial cost in order to penalise this variation.

Definition 3.3. Let S C C2™ be a Banach space of functions from [0, 7] — R¥ (with
a possibly stronger topology). We shall call a function 3: A7 xC fvar , RU {+<} a

regularising cost on S, if it is bounded below, takes the value +o00 on Ay 7 % (CEV\ S),
and, for every 0 <r <t <T, the map §,;: S — R is continuous, and satisfies

/BT,t(’Y)
“7"2(1+p) as H’}/Hgg[r,t] — 0. (35)
%["“,t]
An example of such a cost on C 5VAT g given by
Bre) = el g (3.6)

for any ¢ > 0 and ¢ > 2(1 + p).

Remark 3.4. We point out that the power in the denominator in (3.5) is sufficient but
by no means necessary. This choice is a result of the estimate in (3.4), which we do not
expect to be sharp.

Instead of the naive value function in (3.2), we consider the modified function given

by®
V(t,z):= inf {J(t,z;7) + Bur(v)}, (3.7)
yechavar

for some regularising cost 8. In practice, the justification of the introduction of this
‘artificial cost’ depends on the application one has in mind; we will see examples of this
later in Sections 3.6 and 4.5.

The following proposition demonstrates the nondegeneracy of this modified control
problem.

Proposition 3.5. Under the natural assumption that f and g are bounded below, the
same is true of the value function V.

5The restriction to controls v € CO5var - cgverjg negligible. Indeed, we recall that civer c cOhvar
for any q € [2,p).
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Proof. Tt follows from Lemma 3.1 and (3.5) that

Brr(v)

T
| vagac) < o B0
t

for some new constant C, and hence that

T
J(t, z;7) + Bur(y) = / FIXE™ 75) ds + g(X3™7) + Bt’gm - C.
t
Since the cost functions f, g and S are all bounded below, the result follows. O

3.2 Recovering dynamic programming

We have seen that one can resolve the degeneracy of the optimal control problem by
introducing an artificial cost to penalise the variation of the controls. In Definition 3.3 we
introduced a rather general class of cost functions which provide a sufficient penalisation.
The problem with such cost functions, such as the one in (3.6), is that typically they
are not additive, in the sense that 3, 4+ B85+ # Br¢. A consequence of this is that the
corresponding control problem is no longer dynamic. That is, the value function in (3.7)
is not generally amenable to dynamic programming, and thus one cannot necessarily
write down a PDE associated with the control problem. Our next aim will be to
demonstrate the existence of an additive regularising cost on a more regular space of
controls, which allows dynamic programming to be recovered.

Lemma 3.6. Let 8 be a regqularising cost on CO5Var | Lot & C CO57Va" pe g subset which
contains all smooth functions from [0,T] — R¥. Then the value function defined in
(3.7) satisfies

Vi(t,z) = 322 {J(t,237) + Ber(0)}- (3.8)

Proof. By definition, for any v € CO’%'V"“, there exists a sequence of smooth controls
{7"}n>1 such that [[v" —7lleo + [|7" — ’YH% — 0 as n — oco. The result then follows from
the continuity of 3; r and the stability estimates in Proposition 2.6. 0

In particular, (3.8) holds with S = W4 for any ¢ > 1, where W = Wh4([0, T]; R¥)
denotes the usual Sobolev space. We recall the continuous embeddings W14 < Cl-var
CO’%'Var, exhibited by the inequalities

a1 [t g
7% (/ m\qu) 2 [l = Il
T

where we write 4 for the unique element 4 € L4([0,T];R¥) such that dys = 4sds. It
follows that, for any ¢ > 0 and ¢ > 2(1 + p), the choice

t
Bra(y) = / 417 ds

for v € W4 (and B(7y) = oo otherwise), defines a regularising cost on W14, Moreover,
B is additive, in the sense that 3, s+ s+ = B, for all r < s < ¢; in other words, for each
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v € Wh4, the two-parameter functional 3(Y): A7) — R is uniquely characterised by
the path t — [o+(y). With this choice of 3, we can now write

Vi(t,z) = inf v(t,x,
(t,z) alélev( x,a)

where, for (¢,z,a) € [0,T] x R™ x RF,

uel

T
v(t,x,a) = infq {J(t,w;’yt’“’“) +€/ lus|? ds}, (3.9)
t

t,a,u

with ~, = a4+ ftr usds for r € [t,T]. The function v is both nondegenerate, and
satisfies the following:

Proposition 3.7 (Dynamic programming principle). Let us write X5%®% ;= X byt
Then, for any t,x,a and r € [t,T], with v as in (3.9), we have

T
v(t,z,a) = inf {v(r, XpBat pat) 4 / FXmH g™ ds
t

+/ w(Xz’z’a’“,’yﬁ’“’“)dCS+€/ \us\qu}.
t ¢

This result follows the same proof as that of Theorem 2.1 in [40, Chapter 4]. In
particular, the rough integrals appearing in the controlled dynamics and value function
do not cause any additional difficulty.

3.3 A generalised dynamic control problem

To summarise the previous subsections, we propose to reformulate the naive control
problem, given originally by (3.1)—(3.3), to resolve the degeneracy problem whilst re-
taining enough dynamic structure to retain dynamic programming, by restricting to a
sufficiently regular space of controls, and introducing an additive artificial cost function,
written in terms of the derivative of the controls. Rather than merely (3.1), by including
~ as part of the state trajectory, we instead consider the controlled dynamics

dXz,x,a,u — b<X§’x’a7u77£’a7u) ds 4 )\(Xz,x,a,u7,yz,a,u> dCs; X:,x,a,u =z, (310)
dyb®t = p(ybav uy) ds, P =a.  (3.11)

For generality, we have introduced the function h: R¥ x U — R where here (U, ||-||¢7) is
a finite dimensional Banach space, and the control u belongs to the space U of bounded

measurable functions u: [0,7] — U.
We shall henceforth consider the cost functional

T
J(t, T, a; u) — / f(X?:c,a,u, ,)/‘Ié,a,u7 Us) ds
t

T
t? » t7 b
+/ w(Xé,x,a,u’,yg,a,U) dCs‘f'g(XTIau,’YTau)
t
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and the value function
v(t,z,a) := inf J(t,z,a;u), (3.12)
uel
where we have absorbed a regularising cost into the function f: R™ x RF x U — R,
which crucially is now also allowed to depend on u. There is also no harm in allowing
the terminal cost g: R™ x R¥ — R to depend on the terminal value of .

Remark 3.8. If the function h = h(a,u) were bounded in u, then setting X = (X,~)
would now put us into a comparable setting to Diehl et al. [18]. However, it is more
natural here to allow h to be unbounded in u, meaning that [18, Theorem 5] does not
directly apply®. Moreover, in [18] the cost functions f and g are assumed to be bounded,
but we will relax this assumption in the current work.

The inclusion of the integral [ ¢(X,~)d¢ in the value function also takes us outside
the setting of [18]. This term could be included in the terminal cost by setting X =
(X,7,Z) and j(z,a,2) = g(z,a) + z with Z, = z + [/ (X,~)d(, albeit with the
additional complication that the terminal cost ¢ would then be neither bounded from
above nor below.

Assumption 3.9. We assume that
e b ¢ Lip, and \,¢ € C3,

e f = f(x,a,u) and g = g(x,a) are continuous, bounded below, and Lipschitz
continuous in (z,a), uniformly in wu,

e h = h(a,u) is continuous, Lipschitz in a, uniformly in «, and is bounded in a,
locally uniformly in u, and moreover, for some ¢ > 1, satisfies

|h(a, u)]

sup ———<—

s— —0 as  |lully — oo, (3.13)
aerr  |[ullgy

e with the same § as in (3.13), the running cost f satisfies

flz,a,u)

Won2(+p)s as U — 00. 3.14
zER™, a€RF Hu”QU(ler)é |ull ( )

Remark 3.10. One could in principle also allow the drift coefficient b to depend on the
control u. In this case it is less straightforward to obtain solutions to the RDE (3.10),
but the necessary technical results have already been established in [18].

The following lemma demonstrates the nondegeneracy of our newly formulated con-
trol problem.

Lemma 3.11. For any t,x,a and u, we have that

T T
1
‘/ B(XLme, L) g, sc+2/ FOXEmot Aoty ds,  (3.15)
t t

where the constant C' depends only on b, \,y, h,p, T and L.

5This boundedness condition is not stated explicitly in [18], but is necessary for the application of
[4, Corollary I11.3.6] in the proof of [18, Theorem 5]; see Assumption (A;) in [4, Chapter III].
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Proof. By (3.4), (3.11) and Holder’s inequality, we have that

‘/ w thau tau dC ' <C 1+H,Ytau‘|2(1+p)> <C(1+H,Ytau”§(t‘¥?)>

T 2(1+p) 204p) [T
= 0(1 + </ yh(v?“’“,us)ms) > < c<1 T / |, )PP ds>
t t

where p’ is the Holder conjugate of 2(1 + p). Then, by (3.13) and (3.14) (noting that,
since U is finite dimensional, A is uniformly bounded on bounded subsets of U), we can
ensure that (3.15) holds for a new constant C. O

Corollary 3.12. Let K be a compact subset of R™ x R¥. There exists an M > 0 such
that, when taking the infimum over uw € U in (3.12) for (t,z,a) € [0,T] x K, one may
restrict to controls u satisfying ||y>®

Proof. By Lemma 3.11 and the assumption that g is bounded below, we have that
J(t,x,a;u) > / f(xbmau jbau g Yds — C

for some possibly new constant C'. Let u* € U be an arbitrary control. By the above,
we may ignore all controls u such that

1T .

/ f(xLmau shav g Yds — C > sup J(t, &, a;u™).

2 (i,2,8)€[0,T]x K

This gives an upper bound on ftT f(X;’x’a v ’y;f @% ) ds, which we observe, by the proof
of Lemma 3.11, also implies an upper bound on ||’yt7“’“\|§. O

3.4 A smooth noise approximation

Although a dynamic programming principle of the form in Proposition 3.7 holds for
the value function v in (3.12), the appearance of the rough integrals makes it less
straightforward to derive a PDE directly from this result. As in Example 1.1, we will
therefore proceed by first approximating ¢ by a smooth function 7. We then define the
corresponding approximate control problem, with dynamics

AXLPawn = p(XLDawn Abow) ds 4 \(XEDown ybaydy, o XPEOUT = g (3.16)

where 75%% satisfies (3.11). Naturally equation (3.16) has a unique C! solution. How-
ever, in the following it will be useful to also embed this solution in rough path space.
As 7 is smooth, we can simply enhance it with its iterated integrals in the classical
Lebesgue—Stieltjes sense,

t
2
Ug,t) ;:/ Nsr @ dny, (3.17)
S
so that 1 = (n,7®) is itself a rough path. Any continuous path with finite p-variation

would make a valid candidate for the Gubinelli derivative of X" (with respect to n), but
to be consistent with the genuinely rough case above we insist on the choice (X") =
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A(X™,v). We can then consider (X", \(X",~)) as the solution of (3.16) in the sense of
Theorem 2.5.
We also define the corresponding approximate value function v” as

T
V(t,x,a) = 112{1{/1& F(XLmauwn shau g ) ds

T
+ / ¢(X§7$,a,uy77’ ryz,a,u) dns + g(X%:C,a,u,n’ ’)élmu) } '
t

Writing 7 for the derivative of 7, under Assumption 3.9, we can apply Theorem 3.2
in Bardi and Da Lio [5], to obtain that v" is the unique viscosity solution of the HJB
equation

ov'

—E(t,w,a) —b(z,a) -V u'(t,x,a) — in[fj {h(a,u) - Vou"(t,z,a) + f(z,a,u)}
ue

- ()‘(:Ea CL) : van(ta z, a) + w($> a))ﬁt = Oa (318)
with the terminal condition
vI(T,xz,a) = g(x,a). (3.19)

Moreover, by Theorem 2.2 in [5], this solution is locally Lipschitz continuous.

3.5 A rough HJB equation
Replacing 7 in (3.18) with ¢, we formally derive the rough PDE given by

~dv—b- Vyodt — inf {h- Vo + fhdi = (A Voo +¢)d¢ =0, (3.20)

with
(T, z,a) = g(z,a). (3.21)

We point out that as written equation (3.20) is only formal, and is given a precise
meaning in Definition 3.13 below.

The following definition exhibits a standard notion of solution for rough PDEs, used
in [18], as well as for instance by Caruana, Friz and Oberhauser [9, 10, 23] (see also
Chapter 12 in [22]).

Definition 3.13. For any smooth function n: [0,7] — R?, write v" for the unique
viscosity solution of (3.18) and (3.19). Moreover, write n for the rough path obtained
by enhancing n with its iterated integrals in the Lebesgue-Stieltjes sense, as in (3.17).
We say that a continuous function v solves (3.20) and (3.21) if

T
v — v as n — 00

locally uniformly on [0, T] x R™ x R*  whenever (7"),>1 is a sequence of smooth paths

such that n™ — ¢ with respect to the %—Hélder rough path metric, i.e. 01 _y4 (0™, ¢) — 0
p

as n — oo.

Note that uniqueness of such a solution is built into the definition. Moreover, note
that since we assumed that ¢ is a geometric rough path, there certainly exists such a
sequence of smooth paths (7")y,>1.
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Theorem 3.14. Under Assumption 3.9, the value function v defined in (3.12) solves
(3.20) and (3.21) in the sense of Definition 3.13. Moreover, writing v = v¢, the map
from ‘fgo’p([O,T];Rd) — R given by ¢ — v¢(t,z,a) is locally uniformly continuous with
respect to each of the rough path metrics o, and 91y, locally uniformly in (t,x,a).

P

Proof. Let K be a compact subset of R™ x R* and let n € €P be another rough path
such that 01 5(n,¢) < 1. By possibly replacing L by L + 1, we may assume that
p

1Ml 1 g5 < L. Let us write X7 = X5&®w1 (resp. X¢ = X4®auC) for the solution of
p

the RDE (3.10) driven by n (resp. ¢), and write v" (resp. v¢) for the corresponding
value function, as defined in (3.12).

By Corollary 3.12, there exists an M > 0 such that, for (t,z,a) € [0,T] x K, we
may restrict to controls u € UM C U satisfying ||y-** ‘% < M, so that in particular the
hypotheses of Proposition 2.6 are satisfied.

In the following we shall use < to denote inequality up to a multiplicative constant
which may depend on b, A\, %, f,g,h,p,T, L and M. It follows from Proposition 2.6 that

HXW - XCHOO 5 Qp(n:C)7

and

H /'¢(Xg”75) d'rls - /'¢(X§7’Ys) dCs
t t

S Qp(n7 C)

o0

By the Lipschitz assumptions on f and g, for any (¢,z,a) € [0,T] x K, we have
‘v"(t,x, a) —v8(t, z, a)‘

T
< sup / (FOX, A%, ) — FXC A, ug)) ds
t

uelUM

T T
+/ @Z}(X?’"ﬁ;”‘)dns—/ WYX ) dls + g(Xp" ) — 9(X7°, )
t t

T
< sup ( [ e - xxs
t

S.; Qp(na C) 5 Q%-Hél(na C)

ds + op(m. ¢) + [ X157 — X;fﬂ)

Taking a sequence of smooth paths (7"),>1 such that o1 _y;(n", ¢) — 0, the required
p

convergence follows by taking m = 1™ in the above. Since the approximate value

functions v"" are continuous, continuity of the function v with respect to (t,z,a) also
follows from this convergence. The stated continuity of the value function with respect
to the driving rough path is also immediate from the above. O

Remark 3.15. One could also introduce another Brownian motion W and consider
as controlled dynamics the hybrid Ito-rough differential equation dX = b(X,~)ds +
o(X,v)dW 4+ A(X,~)d¢. Just as in the classical case, the value function is then defined
as the infimum (or supremum) over adapted controls of an expected cost function, and
the associated HJB equation is then of second order; see Example 3.17 below.
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3.6 Examples

Example 3.16. When a Brownian motion W is enhanced with its iterated integrals in
the sense of Stratonovich integration, i.e.

t

w = / W @ 0d W, (3.22)

then, almost surely, W = (W, W(Q)) defines a %—Hélder geometric rough path for any
€ (2,3). The choice ¢ = W thus leads to the stochastic PDE

—dv—0b-Vodt — ilellf]{h-vav—l—f}dt— ()\'va—l—w)odW:O.

Example 3.17 (Insider trading revisited). Let us return to the setting of Example 1.1,
where we recall that an agent is trading a stock with the benefit of some extra informa-
tion not available to the rest of the market. We denote the agent’s initial investment
by a, and the rate at which they purchase new stock by u. The dynamics of the agent’s
wealth process X and investment v are given by’

thau t,a,u %% t,x,a,u
d S’ e —rys’ ’ (Ud S+d<5')) ;(t7 ’7 —(1’
t
],yt,a,u u.d ’ .t:aﬂl a,

where W is a Brownian motion and ( is an arbitrary continuous path. Note that, since
¢ is continuous and v»®" is of finite variation, the integral [; ALet ¢, exists in the
Riemann—Stieltjes sense, so there is no need here to lift ¢ into rough path space.

Let us suppose that the agent must pay a transaction cost of eu?. The agent’s

expected terminal wealth is then given by the value function
T
v(t,z,a) = supE [X%x’a’“ - / cu? ds] ,
uel t

where U is the space of progressively measurable R-valued processes. In this case the
HJB equation (3.20) takes the form

o= Lo g L(O0Y g 00 g
dv 2aaa$2dt 1=\ 5, dt aa:EdC—O (3.23)
with
(T, z,a) = . (3.24)

Approximating ¢ by a smooth function n, we obtain the classical HIB equation

LU WP YC U O G100 S
ot 2 0z?2  4e\ Oa n@x N

"When o # 0 the inclusion of the Brownian motion takes us outside the class of problems considered
above, but there is no conceptual change and we expect all of the analysis to follow with appropriate
technical adjustments.
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The solution of this equation along with the terminal condition (3.24) is given by

1 T
v’i(t,x, a) =z + (nT — nt)a -+ E / (77T _ 7]5)2 ds.
t

Recalling Definition 3.13, we obtain the solution of (3.23) and (3.24) as

1 T
otaa) = o+ (Gr=Ca+ - [ (G- G)as

Note that this quantity remains finite even when ( is of infinite variation. Thus, an
agent, even with perfect knowledge of the future stock price, subject to sufficient trans-
action costs, can only make a finite profit.

4 Robust filtering

4.1 The Kalman—Bucy filter

In this section we turn our attention to the problem of stochastic filtering under model
uncertainty. Let us take an underlying filtered space (2, F, (F¢)t>0). We suppose that
an R™-valued signal process S and an R%valued observation process Y satisfy the
following pair of linear equations

dSt = OdtSt dt + ¢ dBtl,
dY; = ¢;S;dt + dB2,

with the initial conditions Yy = 0 and Sy ~ N (o, Xo) for some py € R™ and ¥y € S,
where S7' denotes the set of symmetric, positive definite m x m-matrices. Here B!
(resp. B?) is a standard R(resp. RY)-valued Brownian motion, and «a: [0, 7] — R™X™
0:[0,T] — R™*! and c: [0,T] — R?¥*™ are parameters. Here we include the case when
the signal noise and observation noise are correlated; we suppose that their quadratic

covariation is given by
d(B', B?), = p dt,

for some correlation matrix p: [0, 7] — R™?. In the scalar case, the correlation should
naturally satisfy p> < 1. The analogous assumption here is that the matrix I — pp' be
positive semi-definite, where I denotes the [ x [ identity matrix.

We shall denote by ()%):>0 the (completed) natural filtration generated by Y. In
short, the filtering problem is concerned with, at each time ¢, determining the best
estimate for S; given ), that is, finding the best estimate for the current value of S,
given our past observations of Y. The mathematical theory underpinning the filtering
of stochastic systems is by now well understood; a particularly good exposition is given
in Bain and Crisan [3]. As observed by Kalman and Bucy [27, 28], and subsequently
studied by numerous authors in various contexts, in this setting where, crucially, the
underlying dynamics are linear, the conditional distribution of S; given )} is Gaussian.
Moreover, the conditional mean ¢; = E[S; | )] of this distribution satisfies the SDE

dgr = cwqy dt + (Rec) + oupr)(dY; — crge dt), (4.1)
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and the conditional variance R; = E[(Sy — ¢¢)(S: — q¢) | V4] satisfies the deterministic
matrix Riccati equation

dR
T; = O'tO'tT + a Ry + RtOétT - (RtC;r + O'tpt)(Cth + ptTO';r) (42)

The filtering equations above allow one to fully characterise the conditional dis-
tribution of the signal. However, this procedure assumes that we know a priori the
exact values of the parameters o, o, c and p. In practice these parameters must be es-
timated from data, and in adopting these estimates one concedes an additional source
of statistical uncertainty. In the present work we are interested in incorporating this
uncertainty directly into the construction of the filter. That is, we are interested in
stochastic filtering for linear systems which is robust with respect to model uncertainty.

4.2 Robust filtering via nonlinear expectations

Robust filtering has been studied in various papers, predominantly in the engineering
literature. A typical approach is to construct an optimization procedure based on a
minimax estimator for the hidden state, whereby one attempts to minimize a maximum
expected loss over the space of possible models. See for instance the work of Borisov
[6, 7], Miller and Pankov [32], Siemenikhin, Lebedev and Platonov [34, 35] or Verdd and
Poor [37]. By design, such estimators take into account a generally large set of models,
even though many of them should be considered to be very implausible, thus often
sacrificing filter performance under the most statistically reasonable model. Another
approach is that of Hu,, as well as hybrid Hs/H filtering, which examines the energy
gain from the noise input to the filtering error and attempts to minimize this energy
transfer subject to suitable constraints; see Aliyu and Boukas [1], Chen and Zhou [11],
Khargonekar, Rotea and Baeyens [29], Xie, de Souza and Fu [38] or Yang and Ye [39].

A new approach to filtering in the presence of uncertainty was introduced in [12],
which utilises a nonlinear expectation described in terms of a penalty function, which
describes how our uncertainty evolves through time. This penalty can be calculated
recursively, and can be used to construct robust estimates for any number of nonlin-
ear functionals of the signal process, as well as robust interval estimates analogous to
classical confidence/credible intervals.

The first application of this approach in a continuous time setting was presented
in [2], which studies a similar setting the one described above. In that paper however,
the parameter ¢ was assumed to be known, and the signal and observation noises were
assumed to be uncorrelated. In the current work we shall relax these assumptions, and
also allow a more general penalty, which in particular takes into account the statistical
likelihood for different parameter choices. As we will see, this approach will lead to the
derivation of a pathwise stochastic control problem, and thus require the central ideas
of the previous sections in order to proceed.

We consider convex expectations, that is maps E( - | Vi): L>(F) — L>®();) satisfying
the properties of monotonicity, translation equivariance, normalization and convexity,
which additionally satisfy the Fatou property. Equivalently, and more explicitly, we
consider maps which admit a representation of the form

EE| W) = esssup {E%[¢| 0] — B@| 1)}, (4.3)
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where Q; is a collection of equivalent probability measures, and (- |);) is a nonnegative
Yi-measurable penalty function. See e.g. Follmer and Schied [20, 21] for a proper
exposition of the theory of nonlinear expectations.

As can be inferred from (4.3), in the context of model uncertainty, i.e. uncertainty
in the underlying probability measure, nonlinear expectations provide an evaluation of
random variables which takes into account every admissible measure. In other words,
they consider every plausible view of the world, and envisage the worst case scenario.
However, in contrast with sublinear expectations, the inclusion of the penalty term
B(-|Y¢) means that we can penalise different measures according to how unreasonable
we consider them to be, thus restricting our attention to only those measures which we
consider to be realistic. Convex expectations are in this sense less pessimistic than their
sublinear counterparts.

In our setting, the class of admissible measures simply corresponds to the family of
possible parameters a, o, ¢, p, uo and g of the dynamics of the signal and observation
processes. For notational brevity, we shall denote®

v = (a,0,¢p),

and write
F o Rme X Rmxl X Rde X T

for the space in which v takes values, where T denotes the space of valid correlation
matrices:

T:={pe R4 T — pp' is positive definite} = {p € RX: Apax(pp ) < 1}, (44)

where Apax(-) denotes the largest eigenvalue. We write PY:H0:X0 for the measure as-
sociated with the parameters v, o and g, and write EV#0->0 for the corresponding
expectation.

For a given uncertainty aversion parameter k; > 0 and exponent ko > 1, we define,
for any real-valued bounded measurable function ¢, the convex expectation with the
representation

ko
E(o(51)| V1) = esssup {EE (S0 | V1] - (,jlﬁw, 4o, 5o | :m) } (4.5)

7’#0720

Here the essential supremum is taken over all possible parameters (po, Xo) € R™ x ST
for the initial distribution of the signal, and over all choices of parameters v governing
the dynamics of S and Y.

In view of the insights of the previous section, we anticipate the eventual need to
restrict to a sufficiently regular space of parameters v (which we will later refer to as
controls). We consequently make the following assumption.

Assumption 4.1. We shall take the space of possible parameters v to be the family of
all absolutely continuous functions «: [0,7] — T" with bounded derivative.

80ne is not obliged to consider all of these parameters as being uncertain, but we will focus on this,
the most general case.
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The penalty function  represents our opinion of how unreasonable different val-
ues of the parameters are. We shall discuss this term further in the next subsection.
The uncertainty aversion parameters ki, ko are included for generality, but will play no
significant role in our analysis.

The nonlinear expectation defined above can be used to construct a ‘robust’ point
estimate of p(S;), as

argmin & ((p(S;) — £)? | V).
€eR
Moreover, the nonlinear expectation £(p(S;)|Y;) will typically overestimate the true
value of ¢(S;), so one may therefore think of £(p(S;)|Y:) as an ‘upper’ expectation.
Defining the corresponding ‘lower’ expectation by —&(—¢(S;) | Vi), one can then con-
struct a robust interval estimate for ¢(S;) via

[—E(=(Se) | V1), E((Sh) | D))

4.3 The penalty function

In [2] the penalty 5 was assumed to be fixed a priori, i.e. it only took our prior beliefs
into account. Although the parameters of the underlying system are unknown, as we
make new observations we may wish to use these observations to update our opinion
of how reasonable different parameter choices are. We shall therefore suppose that this
penalty takes the form of a negative log-posterior density. That is, we take

/Bt(77 Ko, z:0 | yt) = - log (Wt(fy? Ko, ZO)Lt(’% 1o, E0 ‘ yt)>7 (46)

where m and L(-|)}) denote the prior and likelihood respectively.

The penalty function in (4.6) is built from the log-likelihood function, a familiar
object from classical statistics. Penalties based on log-likelihoods form the basis of the
data-driven robust (DR) expectation of [13], which allows the level of penalisation of
different parameter choices to be recursively updated through time as we collect new
observations. We refer to [13] for further discussion. Here we add to this an additional
penalty based on our prior beliefs, which may be calibrated accordingly.

We shall assume that the prior takes the form

t
—logm(%uo,Eo)z/ f(gs, Rs,7s) ds + g(po, o), (4.7)
0

where the functions f and g may be calibrated to represent our prior beliefs about the
plausibility of different parameter choices. Here ¢ and R are the conditional mean and
variance corresponding to the parameters v, g and X, given by the solutions of (4.1)
and (4.2).

Note that the measures P7#0:>0 for different choices of v, jo and g are all equivalent
on Y. A natural choice for L;(-|)%) is thus the Radon-Nikodym derivative

dP7s#0,20
L, o, S0 | 1) = ( )
Ve

AP 16,20
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which is precisely the likelihood ratio of the (arbitrary) parameter choice 7, pg, X9, with
respect to a (fixed) choice of reference parameters v*, uf, X§. We will now derive an
explicit expression for this likelihood.

Recall (from e.g. Bain and Crisan [3, Chapter 2]) that for a given choice of parameters
v, o, 20, the innovation process V', given in this setting by

dVy = dYs — csqs ds,

is a V;-adapted Brownian motion under P7#0:*0  Writing ¢* (resp. V*) for the condi-
. . . * * *
tional mean (resp. innovation process) under the reference measure P7 #0->0, we have

dVs = dVy — (csqs — ciqk) ds.

Thus, by Girsanov’s theorem (see e.g. [14, Chapter 15]), as V and V* have the pre-
dictable representation property under their respective measures, we can represent the
likelihood as a stochastic exponential, namely

t t
* % * 1 * *|2
Lt('YvHOa 2o |yt) = €xp (/ (qus - Cst) -dV - 2/ ’CSQS - Cs‘]s‘ ds) :
0 0

Substituting dV;" = dY, — ciq} ds, a short calculation yields

~1og Ly, o, 0 Y1) = = [ (cuaa = i) @Vt 5 [ (el = feiai ) d.
0 0

Since the reference parameters are taken to be fixed, they simply amount to an
additive constant in the above expression. That is,

t 1 t
—log Li(v, pro, Xo | V) = —/ csqs - dYs + 3 / |csqs|* ds + const. (4.8)
0 0

For simplicity we will henceforth omit this constant from our analysis, conceding that
our penalty function is correct up to an additive constant. This constant may be
reintroduced upon numerical computation of the nonlinear expectation, chosen to ensure
that the penalty function always takes the value zero at its minimum.

It will be useful later to interpret the stochastic integral in (4.8) in the sense of
Stratonovich, rather than that of It6. We therefore make the transformation

t t
1
_/ Cst'dY's:_/ Cstodn+§<CQ>Y>t-
0 0

Recalling (4.1), and using the fact that c¢ is absolutely continuous and in particular
of bounded variation, after some calculation we deduce that the quadratic covariation
term is given by

t
<cq, Y>t = /0 tr(cs(Rsc;r + O'Sps)) ds,

where tr(-) denotes the trace. Note that c;Rsc. is positive semi-definite and therefore
has nonnegative trace. Substituting back into (4.8), we obtain

t 1 t
—log L¢(7y, po, Yo | Vi) = _/ Cs(qs© dYs"’z/ <|CSQS‘2+tr(cs(Rscz+Usps)))ds' (4.9)
0 0

25



For notational consistency with Section 3, we introduce the functions f and ¢, given by

fla, R,7) :=F(q, R, v) + %(|CQ|2 +tr(c(Re' + Up))) and  (q,7) == —cq,

where we recall v = («, 0, ¢, p). Combining (4.6), (4.7) and (4.9), and substituting into
(4.5), we then obtain the following representation.

E(o(S1) | ) = esssup {EZ (50| V1] (4.10)

V5140520

- (kll</0tf(qs,Rs,%)ds+/Ot¢(qs,'ys) o dY, +g(u0’20)>>k2}_

4.4 Fixing an observation path

Since the parameters «, o, c and p are assumed to be absolutely continuous, R is then
the C! solution of (4.2), and it follows from integration by parts (see e.g. Theorem 1.2.3
in [36]) that the It6 integral against Y in (4.1) can also be interpreted pathwise as
a Riemann—Stieltjes integral. Moreover, these two notions of integral coincide almost
surely. This can be seen by noting that the corresponding Riemann sums converge
almost surely to the Riemann-Stieltjes integral, but also in L? to the It6 integral, so
these two notions of integral must agree by the uniqueness of limits in probability.

In filtering we make inference based on observations of the process Y. Thus, it is
natural to restrict our attention to a particular path of Y, which we denote by (. That
is, we define ¢: [0,7] — R% by

(s = Ys(w) for s€(0,7],

for some fixed w € ). By the previous paragraph, we can then consider the filter
dynamics (4.1)—(4.2) with Y replaced by ¢, namely

dgs = asqs ds + (RSC;r + 0sps)(dls — csqs ds), (4.11)
dR,
ds

= O'SO';— + asRs + Rsoz;r — (Rsc;r + osps)(csRs + pg—a;r), (4.12)

Remark 4.2. Strictly speaking, we a priori only have that the solution (g, R) of (4.1)—
(4.2) exists almost surely for each choice of parameters «, o, ¢, p, po, 9. Here we actually
wish to consider this solution for every choice of parameters, for almost every fized w €
Q). This can be justified by first considering a countable dense collection of parameters,
and then appealing to the stability of solutions to Lipschitz SDEs (see e.g. Chapter 16
n [14]). Alternatively, having fixed an (arbitrary continuous) path ¢, one can establish
existence and uniqueness of solutions of (4.11) directly for any choice of parameters by
a classical Picard iterative argument.

Recall that the representation in (4.10) for the nonlinear expectation involves the
stochastic integral of 1(q, ) against Y. Unlike the stochastic integral in (4.1), since the
paths of ¢ and Y both have Brownian-type regularity, in general this integral does not
exist in the pathwise Riemann—Stieltjes sense. As in the previous section, we instead
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aim to interpret it as a rough integral. Similarly to the setting of Crisan et al. [15], this
requires us to lift the observation process Y into rough path space.

In the previous section we were able to solve optimal control problems where the
driving noise was a geometric rough path. However, since It6 integration does not satisfy
first order calculus—that is, it does not satisfy the classical integration by parts/chain
rule—when enhancements are defined using iterated It6 integrals the resulting rough
paths are in general not geometric. It was for this reason that we insisted on trans-
forming the It6 integral in (4.8) into the Stratonovich integral in (4.9). Similarly to
Example 3.16, by setting

t
v = [ Vo woay,
S

we have that, almost surely, Y = (Y, Y ()) defines a 1-Holder geometric rough path for
any p € (2,3). Recalling that we defined ¢ = Y (w) for a given w € Q, we can now
consider ¢ as a rough path by defining its lift as

¢i=Y(w) € 60

for the same w.

It remains to establish ¢ (q,~y) as being controlled (in the sense of Gubinelli) by (.
The Gubinelli derivative of ¢ with respect to ( can be inferred by simply inspecting
(4.11). Indeed, recalling the notation (s := (¢ — (s, we have that

t
qst = / (Rre} + avpr) dé + O(|t — s|) = (Rsel + asps)Cor + O(Jt — ).

Since c¢ is of bounded variation, it is trivially controlled by ¢ with derivative zero, and
we conclude (from e.g. Corollary 7.4 in [22]) that ¥ (q,v) = —cq is indeed controlled by
¢ with Gubinelli derivative 1(q,v)' = —c(Rc' + op). Thus, almost surely,

/0. ¥(gs,7vs) dCs

exists as a rough integral and, moreover, coincides with the Stratonovich integral in
(4.10).

4.5 Reformulation as an optimal control problem
Writing v = (o, 0, ¢, p) as usual, consider the functional x;: R™ x ST* — R defined by

v,qo, Rgp such that }

(g0, Be) = (1, %) )’

(4.13)

where ¢ and R satisfy (4.11)-(4.12) with the terminal condition (¢, R:) = (1, X). The
function x; is related to the nonlinear expectation (4.10) by the following lemma.

t t
Kt(ﬂa E) := inf {/0 f(Q&Rsa’Ys) d5+/0 w(QSa’Ys) dCs+g(QOaRO)

Lemma 4.3. Denote by ®(-;pu, X) the distribution function of a N(u,X) distribution.
For any rough path ¢ = (¢,(?)) = Y(w) € ngo,p as defined above, and any bounded
measurable function @, we have the equality

seson= s [ pwaaens) - (ren) h o aw

(1,5)ER™ X ST
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where the expectation on the left-hand side is evaluated on the realisation Y = (.

The proof of Lemma 4.3 is the same as that of Proposition 2.1 in [2].

The expression for x in (4.13) looks very much like that of the value function of
an optimal control problem with state trajectories governed by (4.11)—(4.12). To make
this exact we should write x as an infimum over the ‘control’ v alone. This is easy, but
one should note that, for certain choices of control v and terminal condition (u,Y) €
R™ x ST, there will not actually exist a corresponding initial value (go, Ro) € R™ x S7".
This can happen for one of two reasons. First, due to the term O'SU;—, the solution to
(4.12) may no longer be positive semi-definite, so that Ry does not correspond to a
covariance matrix. Second, the solution to (4.12) may ‘blow up’ in finite time, due to
the quadratic term (in R) in the final term on the right-hand side of (4.12). An example
of such behaviour is exhibited in [2, Section 3].

Heuristically, the Kalman—Bucy filter is well behaved when run forwards in time from
an initial condition, but here we instead fix a terminal condition and run the filtering
equations backwards in time, which introduces the abnormalities described above. To
prevent this unphysical behaviour we simply prescribe the value g(ug, o) = oo for any
initial value (puo,%0) ¢ R™ x 8" and, although we don’t actually obtain a physical
initial value for solutions which ‘blow up’ in a finite time, we assign an infinite ‘initial’
cost to all such trajectories.

We can now write

t t
fct(u,E)zigf{ / F(gem > RE™Y ) ds + / Y(geH >, ys) dGs + g(qé’“’E”,Rg’Z”)}
0 0

(4.15)
where g7 R satisfy (4.11)—(4.12) with the terminal condition

(¢0">7, Ry™7) = (1, 3),

noting that trajectories with the undesired behaviour described above will never be
considered when taking the infimum in (4.15).

We have derived an optimal control problem, with the controlled dynamics (4.11)-
(4.12), and the value function defined in (4.15). Moreover, the appearance of the
‘Brownian-like’ path ¢ in (4.11), and indeed the rough path ¢ in (4.15), puts us back
into the setting of pathwise stochastic control. In the case where the parameter c is
known, the signal and observation noises are uncorrelated (so that p = 0), and if we
omit the likelihood term in the penalty of our nonlinear expectation, then we are not
directly controlling the coefficient of the rough term (. This was the case in the setting
of [2], where a change of variables was then used to completely isolate the observation
path from the controlled terms.

In the current setting however we cannot escape the need to control the coefficient of
¢. As described in Section 3, if the variation of the controls 7 is not sufficiently penalised
then the control problem degenerates. The physical interpretation here is the following:
even if we suppose that the parameters «, o, c and p are able to fluctuate at the same
rate as the observation path (, it is not reasonable to suppose that we should be able
to calibrate these parameters over time scales that are so small that our observations
are dominated by measurement noise.
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Accordingly, we employ the strategy introduced in the previous section of introduc-
ing a regularising cost, and rewriting the problem in terms of an abstract control process
u. We consider the dynamics (4.11)—(4.12) along with

Ay = h(yg™", us) ds,

for some function h: I' x U — U, where u belongs to the class & of bounded measurable
functions u: [0,7] — U := R™™ x R™¥! x R>™ x RIX4 The terminal condition is

now given by
(q§7#727a7u’ R?E7a’u’,}/€70”u) = ('LL, 27 a) = Rm X Sj'_n X 1—‘,

Allowing f to depend on u, and g to depend on 7 (which makes no difference to the
proof of Lemma 4.3), and writing & for the regularised version of k, we can write

Rt(p, ) = inf o(t, 1, 2, a), (4.16)

where

t
v(t,p, X, a) = 516115{/0f(qé’”’z’“’",R?E’“’“,’yﬁ’“’“,us)ds (4.17)

t
z bY
+ / w(q§7u72’a7u7 F)/?a’u) dCS + g(qénu7 7a7u7 R[t)’ 7a7u7 "}/évfhu) }
0

is the value function of our new control problem. As before, to avoid unphysical trajec-
tories, we assign an infinite cost to any controls u such that (19, 30) ¢ R™ x ST* or such
that the solution to (4.12) ‘blows up’ in a finite time. Moreover, we assign an infinite
cost to those controls which lead to p leaving the space of valid correlation matrices T
(as defined in (4.4)).

Our uncertainty is thus represented by the function v. Once the value of this function
has been determined, one can use (4.16) and then (4.14) to evaluate arbitrary functions
of the signal process S under the nonlinear expectation £(-|);).

4.6 A nonlinear backward control problem

It remains to characterise the value function v defined in (4.17) as the unique solution
of a rough HJB equation. For convenience, we rewrite the controlled dynamics in full
as

tu,2,a,u tu,Sau pt,Yau tau t,Y,a,u . tau tp,Xau
dCIs a - b,u(qs K ) Rs 7/75 ) dS + A(Rs ’ ’75 ) dCSa Qt = K,
t,2,a,u t,2,a,u o tau t,2,a,u
ARLZwu = po (REDau yhauy qg. RbEan 5,
t,a,u __ t,a,u t,a,u __
dyg ™" = h(ys™", us) ds, 7w =a,

s

where v = («, 0, ¢, p), and we define

bu(a, R,7) = aq — (Re' +ap)eq,
bs(R,7) = 00" + aR+ Ra' —(Rc¢' +ap)(cR+pla’),
AMR,v) = Re' +op.
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We note that this is a ‘backward’ control problem in the sense that, in contrast to the
classical setting of optimal control, here we prescribe a terminal condition for the state
trajectories, and consider a cost associated with their initial value. More significantly,
we note that b, by, ¢ Lip, and A, ¢ ¢ C3, so we cannot immediately apply the results of
the previous section. Nevertheless, as we will see, the desired results can be recovered
with some modifications.

Notation 4.4. In the following we write |- | for the usual Euclidean norm, and || A|| for
the Frobenius norm of a given matrix A, i.e. |A]|?> = tr(ATA). Given an element y =
(0,0,¢, p) OF U = RM<M X RMXx R R, e write ||| = max {|a], o], [l oIl }-
We point out however that, since the space Y of correlation matrices is uniformly
bounded?, the dependence on ||p|| is not particularly crucial.

If A € 87, so that in particular A is symmetric and positive definite, we write
Amin(4) (resp. Amax(A)) for the smallest (resp. largest) eigenvalue of A.

Where there is no risk of ambiguity, we will omit the superscripts from the state
variables ¢, R and y. Finally, in this section we will use the symbol < to denote inequality
up to a multiplicative constant which may depend on any of the dimensions d, [, m, the
functions f, g, h, the measure of regularity p, the terminal time 7', and the bound L,
where as usual L > 0 is chosen such that |[C]l|1 s < L.

P

Assumption 4.5. We assume that

e f = f(q,R,v,u) and g = g(q, R,~) are continuous, bounded below, and locally
Lipschitz in (g, R, ), uniformly in w,

e h = h(v,u) is continuous, surjective in u, i.e. {h(vy,u) : u € U} = U for every
~v € I', Lipschitz in v, uniformly in u, and bounded in =, locally uniformly in wu,
and moreover, for some d; > 1, satisfies

sup — 0 as |lu]| — oo, (4.18)

~vel ||u||61

e for some ds > 41, the running cost f satisfies the asymptotic growth condition:

f(qg, R, v,u)
(14 lgl + [IRIZ + 17 I12) lJull®2 4+ (1 + [g]?> + [|R]12) (1 + [[v]14)

— 00 (4.19)

as |q| + [|B[| + Iy + [Jull = o0,

e and the initial cost g satisfies:

9(¢; R,7)
— o0 as g+ BR[|+ [lv]| — oo, (4.20)
lal? + (L + | RI) (1 + [I7]1?)
inf  g(q,R,y) — o0 as Amin(R) — 0. (4.21)
(g,7)ER™ XTI’

%Indeed, one can show that [|p|| < /1 for every p € Y.

30



If the correlation p is known, then one can simply take, for example, h(y,u) = u. If p is
uncertain then, for mostly technical reasons, one must take a little extra care to ensure
that correlations close to the boundary of T (where Amax(pp') = 1) are sufficiently
penalised. In this case we assume in addition that

Rinf g(qa Ra ’Y) — as Am‘dx(pp—r) — 17 (422)
q,,x,0,C
|2y, w)|| € (1 = Amax(pp)|Jull  forall (y,u) €T xU. (4.23)

Remark 4.6. The surjectivity of h in u is assumed to ensure that, no matter the choice
of terminal condition (¢, u, 3, a), there always exists a choice of control u such that the
state trajectories remain inside their respective domains, so that in particular Ry € S
and pg € Y. This guarantees that the value function v is finite-valued.

The result of Lemma 3.11 can be recovered in the current setting as follows.

Lemma 4.7. Under Assumption 4.5, for any terminal condition (t,u, %, a) and control
u, we have that

t 1 t
/0 Q;Z)(QSa’ys) dCs S C + 5 (/0 f(qS7 RS)rySyuS) ds + g(qO) RO)VO)):

where the constant C' depends on d,l,m, f,g,h,p,T and L.

Proof. From the estimate (2.3) in Proposition 2.2, we have that

t
‘ /0 O(gs,7e) Al

S ‘q/)(q()?f)/())‘ + H¢<Q77)6H + HRw(qﬂ)Hg;[oﬂ + ‘W(flv’}’)lup;m,ﬂ (424)

We aim to bound each of the terms on the right-hand side. Recalling that v(g,v) = —cq
and 1(q,7) = —c(Rc' + op), we have that

(g0, 70)| + |[% (@, M)06|| < Nleolllaol + lleoll || Rocg + dopol|
< laol* + (1 + || Roll) 17l % (4.25)

Writing (&, 6, ¢, p) = 4 = h(vy,u), we have
HT/’(QW)/Hp;[o,t] < Hw(q”Y)IHI;[O,t] = [le(Re" + J'O)Hl;[(),t]
t
-

t
< /0 (1 [RalP? + s 12) [ B ) | + (14 1RalZ) (1 + 1sll?) s,

Cs (RscsT + Usps) + ¢ (bg(Rs, ”ys)c;r + R;c';r + osps + Usp's) ds

(4.26)
By the Young—Ldeve inequality (see e.g. Theorem 6.8 in [24]), we have
" T T 1 T
: (Rscs +0sps) dCs — (Rucp, +0npn)Chr| < FHRC +UPH1;[h7r]HC’P;[h,r] (4.27)
— p
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for any interval [h,r] C [0,t]. We calculate

—Rfﬁ?’”) = —(gr, ) + ¥ (an, ¥0) + V(@ V)0 Chor
= Ch4h,r + Ch,rqr + w(% ’7)/hCh,T‘

= Ch(/h dgs — (Rucp, + Uhph)éh,r) +/h Csqr ds.

Recalling (4.11) and using (4.27), we have

T
‘RZ,(TW)‘ < leall HRCT+ Ule;[h’T] + ’ /h ch (asqs — (Rsc;r + asps)csqs) + ¢5qr ds

r
5/ (HChH‘bE(Rsy'VS)CI+Rsé;—+é—sps+as/}s‘
h

+ llenlljersas = (Rel + oup)esds| + leslllarl ) ds.

We then obtain

; ; _ 1 (g
HRw(q 7) HRw(q 7) Hl;[O,t] = \7?&0 ‘Rh’(rq v)‘
[h,rleP

H%;[O,t] S

t
S [ (leallbs(Rana)e] + Ruc] + up. + 0.
0
+ HCSH‘aSqS - (RSC;F"" USPS)CSQS‘ + HCS‘HqS|> dS

t
< /0 (1 + |gs] + (1R + 11752 [|(vss ws)|| + (1 + s + (1 Rs1?) (1 + [1s][*) ds,
(4.28)

where the limit in the above is taken over any sequence of partitions of the interval [0, ¢]
with mesh size tending to zero. Substituting (4.25), (4.26) and (4.28) into (4.24), and
using the growth conditions (4.18)-(4.20) in Assumption 4.5, we deduce the result. [

Corollary 4.8. Let K be a compact subset of R™ x 87" x I'. There exists an M > 0
such that, when taking the infimum over w € U in (4.17) for (t,p,>,a) € [0,T] x K,
one may restrict to controls u such that the norms

lallo, [1Rllocs 1Vlloos NRI1;0,5 1711100,
are all bounded by M.

Proof. One can obtain a bound for HVHl;[O,t} by a similar argument to that in the proof
of Corollary 3.12. Since «; = a lives in a compact set, we immediately also have a bound
for |[7]oc-

We infer from (4.20) that both the terminal value R; = ¥ and initial value Ry of
R must lie in some bounded set, and by inspecting the ODE (4.12) satisfied by R, we
deduce that the entire path of R must also live in a bounded set, giving a bound for
1 Rlloo-

Given the bounds for ||v|l and ||R|, a bound for ||R||;;j follows easily from
(4.12). Finally, inspecting the equation (4.11) satisfied by ¢, in view of (4.27), we
deduce a bound for [|¢||cc- O
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As in the previous sections, let us approximate the rough path ¢ by a smooth path
1. We then obtain the approximate value function

t
vt 1, 3, a) = inf { /0 F(get= @, RGO AL ) ds (4.29)

t
E t’ 727 7y t72’ k) t7 bl
i / Blggh e A ) dags + g (" Ry 9p™) }
0

Notation 4.9. In the following, we will write V,, for the usual gradient with respect
to u, and write Vy and V, for the generalised gradients with respect to each of the
components of ¥ and a respectively. We will also write A : B for the inner product of
two elements A, B from the same vector space. In particular, when A, B are matrices,
A: B =tr(A'B) denotes the Frobenius inner product of A and B.

We shall denote by #H the class of functions ¢: [0,7] x R™ x S§* x I' = R which
explode asymptotically; that is, those functions v such that

o(t, pu, X,a) — 00

as |p| + || Z] + |la|| = oo, and as Apmin(X) — 0, and, in the case when p is uncertain, as
)‘max(pp—r) — L

Proposition 4.10. Under Assumption 4.5, the approximate value function v", as de-
fined in (4.29), is locally Lipschitz continuous with respect to (t,u,%,a), and is the
unique viscosity solution of the HJB equation

ov"

5 + by - Vv + by Vo +sup {h: Vv — f}+ (A Vo =) =0 (4.30)
uelU

in the class H which satisfies the initial condition v"(0, p, X, a) = g(p, 3, a).

Proof. As the path 7 is smooth, the associated PDE (4.30) is classical, except for the
nonlinearities inherited from the filtering equations. As the proof of this result is lengthy,
and not intended to be the focus of the current work, we will only give a sketch of the
proof.

That v is a viscosity solution of (4.30) is a standard application of the dynamic
programming principle; we refer to the proof of Proposition 4.9 in [2] for precise details.

Heuristically, as a result of (4.19) and (4.23), for terminal conditions (u, ¥, a) which
take extreme or close to degenerate values, i.e. when either |u| + ||X|| + [ja|]| > 1 or
Amin(X) ~ 0 or )\max(ppT) ~ 1, it takes very expensive controls to allow the state tra-
jectories (g, R, ) to escape these parts of their domain. It then follows from the growth
conditions (4.20)—(4.22) that the value function itself must explode as one approaches
these extreme and degenerate values; that is, v" € H.

One can prove that v"7 is locally Lipschitz in all of its arguments by adapting the
proof of Theorem 2.2 in [5], which in particular requires the strict inequality d2 > 07 in
Assumption 4.5.

The controlled dynamics do not satisfy the standard Lipschitz condition which would
be required to be able to apply a standard uniqueness result for Hamilton—Jacobi equa-
tions on unbounded domains, as in e.g. Yong and Zhou [40, Chapter 4]. Nevertheless,
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uniqueness for an equation of the same form as (4.30) was established in [2, Section 5],
and an analogous argument may be used here. The main insight of this result is that
the extra condition one should impose to obtain uniqueness is that solutions belong to
the space H; that is, one should restrict to solutions which explode as they approach
the boundary. O

The main result of this section is given by the following theorem.

Theorem 4.11. Under Assumption 4.5, the value function v, as defined in (4.17),
solves the rough HJB equation

dv + (bM-VMv+bg : ng)dt+sup {h : vavff}dm,\.v#vdgfwdc:o
uclU

with
v(0, 1, 3, a) = g(p, %, a)

in the sense of Definition 3.13. Moreover, writing v = v¢, the map from %g(”p([o, T];RY) —
R given by ¢ — vo(t, u, ¥, a) is locally uniformly continuous with respect to each of the
rough path metrics o, and 01 ), locally uniformly in (t,u, %, a).

p

Proof. Let K be a compact subset of R™ x S x I' and let n € €7 be another rough
path such that 01 5;(n,¢) < 1. By possibly replacing L by L+ 1, we may assume that
P
Il < L. Let us write ¢" (vesp. ¢¢) for the solution of (4.11) driven by n (resp. (),
P

and write v" (resp. v¢) for the corresponding value function, as defined in (4.17).
By Corollary 4.8, there exists a constant M > 0 such that, for terminal conditions
(t, 1, %,a) € [0,T] x K, we may restrict to controls u € UM C U such that

lg"lloos Nlalloes I1Rloos [Vllocs IR 1095 1VlI10,4

are all bounded by M. In the following we will allow the multiplicative constant indi-
cated by the symbol < to also depend on M.
By the Young-Ldeve inequality (see e.g. Theorem 6.8 in [24]), we have

S HRSC;"F USPSH‘(nt —¢t) — (ms — Gs)l

+ HRCT + UPH1;[s,t] 17 = Cllpsfs,
S = Cllpigs,as

t
/ (RTC;r + UTpT) d(77 - C)r

from which we deduce that

t
7= 15 [ 107 = af1dr+ 11 = Gl
S
for all s € [0,t], and thus, by Gronwall’s inequality, that

9" = ¢%lloo S 11 = Cllpifoar- (4.31)

Since the state variables ¢, ¢°, R and 7 are uniformly bounded, we are free to modify
the coefficients b,, A and ¢ outside of some large ball containing the domain of the
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state variables in its interior, without affecting the solutions ¢",¢¢. We may therefore
pretend that actually b, € Lip, and A, € C3, so that in particular the hypotheses of
Proposition 2.6 are satisfied. By the same argument, we may also suppose that f and
g are Lipschitz in q.

By Proposition 2.6 combined with (4.31), we obtain

S op(m; Q). (4.32)
p;[O,t}

H [ otaan -~ [ w0
0 0

Using (4.31) and (4.32), we have, for any terminal condition (¢,u,%,a) € [0,7] x K,
that

’v”(t, 1,2, a) — vS(t, p, Z,a)‘

t
< sup / (f(QQ’ Rszs;“s) - f(Qg; Rsa'}/&us)) ds
0

ueldM

t t
+/0 ¢(qg,vs)dns—/0 (g5, vs) d¢s + g(qll, Ro,0) — 9(q5, Ro, o)

t
< sup </ \QZQ§|ds+9p(n,C)+lngél>
0

uedM

S Qp(na C) S Q%—HG](”v C)a

and we conclude as we did in the proof of Theorem 3.14. 0

Remark 4.12. As we have seen, in order to prevent degeneracy of the control problem
it is necessary to control the derivative of the parameters, rather than controlling them
directly. This allows us to calibrate, not only beliefs about reasonable values the pa-
rameters could take, but also at what rate they should able to vary. For example, if
one believes that the true parameters should remain fairly constant then one can put
a large penalty on the magnitude of this derivative. In fact, by taking the penalty to
be infinite for all non-zero controls (derivatives), we obtain a setting with unknown pa-
rameters which are constant in time. The discrete-time results of [13] suggest that we
should then expect the resulting filter to converge to the true parameter. (Although our
observations are not independent and identically distributed as in [13], under reasonable
conditions they are ergodic, and this leads to consistency properties in the likelihood
function; see [19]. In this case, we expect that this would lead to the nonlinear expecta-
tion asymptotically converging to the ‘true’ expectation, and the analysis of [13] further
suggests an interpretation of the nonlinear expectation in terms of confidence intervals.)
Establishing precise convergence results could be the subject of future research.
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A Rough path estimates

Before establishing existence of solutions to the RDE (2.4), we recall some useful esti-
mates from Friz and Zhang [25].

Lemma A.1 (Lemma 3.6 in [25]). Let ¢ € C}, v € CTV™ and ¢ € CP with <l < L.
Let (X, X') € .@?. Then

</0 ¢(X87'73) dCsaw(X77>> € -@g
s a controlled rough path, and we have

[, < C(1X60+ 1K 1) IS+ 1B, + l115).

HRIO P(Xs,vs) dCs

2
, S C(1+IX60+ 1N+ [R¥[l + 1yl ) WS,
2

where the constant C' depends on ¢, p and L.

The following lemma is a direct consequence of Lemma 3.4 in [25].
Lemma A.2. Let ¢ € C2, 4,9 € C2™™ and m,¢ € €% with ||n]|,, S]], < L. Let
(X, X') € Zyy and (Y,Y') € I{. For any § > 1, we have the following estimate

[0(X,7) = 0V 0)|, + 8| R PXem)dne o ¥a.0

< c(uwm = RO+ 3 (X)) + [ XY [, + (R XPl, )en(m, €)
+ ([ (X, )0 = $ (¥ )| + [ (X, 7) = (¥ 0[], + || R — R ) |||<|||p),

where the constant C' depends on p and L.

Lemma A.3 (Lemma 3.5 in [25]). Let ) € C3, v,9 € C2™¥ and 0, ¢ € €7 with Il
€L, < L. Let (X, X') € D% and (Y,Y') € _@?. Suppose that

X614 1 by + [ RE |y <M and G+ Y]+ [|RY ], < M
and H'yHg, ||79||§ <M for some M > 0. Then we have
Jo(x,7) = (v, 9Y [, < C(1X0 = Yol +1X6 = ¥l + X" = Y7,
+ [[BX = BY ||y + Iy = Olloo + 17 = 9l + 05, 0)),
| RAXD — REOD||, < €(1X0 = Yol + X = Yol + 11X = Y[l
+[[BE = Ry + Il = Ol + 17 = g + 250, C)),

where the constant C' depends on ¥, p, L and M.
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Proof of Theorem 2.5. The following argument is adapted from the proof of Theo-
rem 3.8 in [25]. Let L > 0 be such that [|¢][, < L. We define a map My: 27 — 7
by

MR = (24 [ 0Xrds [ A6 AX) ).

We will show that this map has a unique fixed point. For § > 1, we define the ball
BY .= {(X X'y € 2°([0, T);R™) : (Xo, XJ)) = (2, A X, X9 <1
T ) ¢\ A : 05 0) = (2, A(z,7%)), [IX, ng = )

where 5
1%, XNE = Xl + 6 R -

We will show that, for a suitable choice of § and for T" sufficiently small, M. leaves Bg )

invariant, and then that it is a contraction on Bg,fs ),

By Lemma A.1, any (X, X’) € Bg) satisfies

P

e XS, < [l + | [ oxnmas

—+ 5HRfo A(Xsy7s) d¢s
g

< cl(ufyr

1
£;l0,7] + (5H|CH|p;[0,T} + 0T + 5)

for some constant Cy > % depending only on b, A, p, L and ||'y||g Let 6§ =61 :=2C1 > 1,
so that

1M X8 < Ca (I g0m) + 201N 0.7 + 2C1T ) +

N |

Hence, taking T = Ty sufficiently small, we can ensure that || My, (X, X’)||é§}1)) <1, so
that M7, (X, X') € Bgﬁil). That is, Bg,fsll) is invariant under My .
Let (X, X"),(Y,Y') € Bgﬁsl) for some T' < T. For any (new) § > 1 we have

HM%(X,X@—M%(Y,Y’)H?;g«sH / b(X,7s) ds — / b(Vs,7s) ds
’ 0 0

P
2

A7) = AV A, + 8| R AXe1 9 o AR 06

Y
2

< C(&THX — Yoo + HRA(XN) _ RA(Y,V)Hg
2
F (A A = AT AV, + [|RED = RO ) r||<|||p>.

for some constant C' depending on b, p and L, where we used the result of Lemma A.2
to obtain the last line.
We can take M > 0, dependent only on A and ||| z, sufficiently large such that

vl <M and XG]+IX T+ [[RY ], < M
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for all (X,X’) € Bg,él). Noting that || X — Ve < ||RY — RYH% and applying the
estimates in Lemma A.3, we then deduce that

IMH(X, X") = MGy Y|

< @(HRX ~ BR[|, + 6(HX’ = Y|l + ||[RY - RYHg) (€Mppoy + T)>,

for a new constant Cy > % which depends only on b, A\, p, L and M. Let § = 69 := 2Cy >
1. We can then choose T' = T < T sufficiently small such that C202([[[€]ll,, 0.7, +712) <

. We then have that

N|—

(52—1—1
2

10X, X7) = (v, )|,

5 1
MG, (X, X) = M, (Y |82 < JIX = Y7 +

<(52+1
- 20

7%~ R¥],

which establishes the contraction property for M;FQ.

It follows that there exists a unique fixed point (X, X’) € @g of the map MVQ,
which is then the unique solution of (2.10) in .@é} satisfying X’ = A(X,~) over the time
interval [0,73]. Noting that the time T5 was chosen independently of the initial values
x, Y0, we may then simply paste solutions together to obtain a unique solution over the
entire interval [0, 7] for any given 7" > 0. O

Proof of Proposition 2.6. Since ||7||% is bounded by M, it follows from Proposition 2.4

and the fact that X’ = A\(X,~), that there exists an M > 0, depending on b, \,p, T, L
and M, such that the norms

s 1Xlp, 161, 11X 15, (| R

MX ol (A Y], |RAE]

by Dy

2 2

and the same with X and v replaced by Y and 9, are all bounded by M. In particular we
note that the hypotheses of Lemma A.3 are satisfied. In the following the symbol < will
denote inequality up to a multiplicative constant which may depend on b, A, ¢, p, T, L
and M.

For any § > 1, we have
X'l + 8RB,

)

P

‘/ b(XS,'ys)ds—/ b(Ys, V) ds
0 0

P’

A ) = A, 9)]|, + 8| RIAX e ane o A0 dc

Since the drift b is Lipschitz, it is easy to see that

| [oxenas= [ovo)as| S 01X Vi + 1= ol)T
0 0 D

< (lz =yl + X = Yllp+ Iy = 9l0) T
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As (X, X') = (X,MX,7)) € 2y and (Y,Y') = (Y, A\(Y,9)) € &7, we have that
1X =Yl < 1X"lloolln = Cllp + X" = Y'llocll¢llp + [RY = RY [l
Sl =Cllp + |z =yl + Iy = Ollos + 1IX" = Y[l + [|[RY = RV |lz. (A1)
Combining the results of Lemmas A.2 and A.3, we then deduce that
X' =Yl + 5B~ R¥]|,
< Co(Jo = o1+ 00y, + [B¥ = B[y + oy = bl + Iy = 1
+6(le =yl + X' = Yll, + | RS - BY]|,

1l = e+ = 9l ) (Il + 7)),

for some constant Cy > % which depends on b, \,p, T, L and M.
Let § = g := 2Cy > 1. We can then take T' = T (depending only on p, L and Cp)
sufficiently small such that

CO(SO(’”C’HP;[O’TO] + TO) = CO&O(”“;-HMTO; - HC@)Hi_Hng T TD) = %’
so that, after rearranging, we obtain
IX" = Y'|lp + (6o — D||RY - RYHg
< @0+ D) (Jz =yl + 17 = Dllow + 17y = P15 ) + 0Fep(n. C).

It follows that the estimate in (2.11) holds over any time interval of length Tp. One can
then extend this estimate to hold over the union of any finite number of such intervals
(with a correspondingly larger constant C') by pasting via Lemma 2.3.

The bound in (A.1) also holds with X and Y replaced with [ (Xs,~s)dns and
Jo (Y, 9s) d¢s respectively, so that

|

Applying again the results of Lemmas A.2 and A.3, this time with § = 1, we deduce
that

/0 (X, ) g — /0 BV 9) | Sl Cllp+ e =yl + [[0(X, ) — 0¥ 9)],

p
= Dl [| BRI e w300

P’
2

H [oceianan - [ w0 ac. p

Sle =yl + 11X =Yy + [R = R¥[[ + Iy = Flloo + v = 9llz + ep(n, ©)-

Combining this with (2.11), we obtain (2.12). O
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