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Abstract: We prove two conjectural identities of Z.-W. Sun concerning Apéry-like series. One of the series is
alternating, whereas the other one is not. Our main strategy is to convert the series and the alternating series
to log-sine-cosine and log-sinh-cosh integrals, respectively. Then we express all these integrals using single-
valued Bloch–Wigner–Ramakrishnan–Wojtkowiak–Zagier polylogarithms. The conjectures then follow from
a few rather non-trivial functional equations of those polylogarithms in weights 3 and 4.
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1 Introduction

Let ζ(s) := ∑∞n=1 n−s be the Riemann zeta function for Re s > 1. In the 1979’s proof [1] of the irrationality of ζ(3),
R. Apéry made use of the following infinite series involving central binomial coefficients:

∞
∑
n=1

(−1)n−1

n3(2nn )
=
2
5
ζ(3).

Since then, the Apéry-like series have attracted much attention, and many tools and theories have been
developed to evaluate these series in closed forms. For example, Cantarini and D’Aurizio [6] studied a few
families of Apéry-like series involving central binomial coefficients and their higher powers by computing the
Fourier–Legendre expansions of log(x)/√x and related functions, and by applying suitable transformation
formulas to certain (twisted) hypergeometric series. We refer the reader to [14] for a more comprehensive and
detailed survey on recent progress.

The aim of this paper is to prove two conjectures of Z.-W. Sun concerning Apéry-like series. These conjec-
tures were published first in [11] and included in Sun’s book [12]. Define the classical harmonic numbers

Hn :=
n
∑
k=1

1
k

for n = 1, 2, 3, . . . .
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Let
β(s) :=

∞
∑
n=0

(−1)n

(2n + 1)s
for Re s > 0

be the Dirichlet beta function.

Conjecture 1.1 ([12, Conjectures 10.59 (i) and 10.60]). We have

∞
∑
n=0

(2nn )
(2n + 1)316n

(9H2n+1 +
32

2n + 1)
= 40β(4) + 5

12
πζ(3), (1.1)

∞
∑
n=0

(2nn )
(2n + 1)2(−16)n

(5H2n+1 +
12

2n + 1)
= 14ζ(3). (1.2)

There are twomajor steps in our proof of these conjectured identities. First wewill express the Apéry-type series
on the left-hand side of (1.1) and (1.2) by some log-sine-cosine and log-sinh-cosh integrals respectively. Then we
will evaluate these integrals using a single-valued version of the polylogarithms, denoted by D̃m(x) in Zagier’s
seminal paper [16].

2 Log-sine-cosine integrals

Definition 2.1. Let j and k be two positive integers. For any real number θ, we define the log-sine integrals by

Lsj(θ) := −
θ

∫
0

log j−1

2 sin t

2

dt,

and more generally, the log-sine-cosine integrals by

Lscj,k(θ) := −
θ

∫
0

log j−1

2 sin t

2

logk−1

2 cos t

2

dt.

Similarly, for any real number θ, we define the log-sinh integrals by

Lshj(θ) := −
θ

∫
0

log j−1

2 sinh t

2

dt,

and more generally, the log-sinh-cosh integrals by

Lshchj,k(θ) := −
θ

∫
0

log j−1

2 sinh t

2

logk−1

2 cosh t

2

dt.

The log-sine-cosine integrals have been considered by L. Lewin [9, 10]. They appear in physical applications as
well; see for instance [7].

The following simple fact is useful. For any positive integers p and n, and for anynonnegative real number z,
we have

1
(p − 1)!

z

∫
0

logp−1( zw )
w ⋅ wn dw = z

n

np . (2.1)

Lemma 2.1. For any nonnegative integer p and real number z ∈ [0, 12 ], we have

∞
∑
n=0
(
2n
n )

z2n+1

(2n + 1)p+1
=
θ
2
logp(2 sin θ)

p!
+

1
4p!

p
∑
j=1
(−1) j−1(pj)

logp−j(2 sin θ) Lsj+1(2θ), (2.2)

where θ := arcsin(2z) ∈ [0, π2 ].
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Similarly, for any nonnegative integer p and real number z ∈ [0, 12 ], we have
∞
∑
n=0
(
2n
n )
(−1)nz2n+1

(2n + 1)p+1
=
θ
2
logp(2 sinh θ)

p!
+

1
4p!

p
∑
j=1
(−1) j−1(

p
j)

logp−j(2 sinh θ) Lshj+1(2θ), (2.3)

where θ := arcsinh(2z) ∈ [0, log(√2 + 1)].

Proof. The first identity (2.2) is proved in [5, Theorem 4]. For (2.3), we start with the simple identity
∞
∑
n=0
(
2n
n )
(−1)nz2n+1 = z

√1 + 4z2
=
tanh θ
2
(recall z = 1

2
sinh θ).

By (2.1), we have

∞
∑
n=0
(
2n
n )
(−1)nz2n+1

(2n + 1)p+1
=

1
p!

z

∫
0

logp( zw )
w
⋅
∞
∑
n=0
(
2n
n )
(−1)nw2n+1 dw

=
1
p!

θ

∫
0

logp( 12 sinh θ/
1
2 sinh t)

1
2 sinh t

⋅
tanh t
2

d(
1
2
sinh t) (w = 1

2
sinh t)

=
1
2p!

θ

∫
0

(log(2 sinh θ) − log(2 sinh t))p dt

=
θ
2
logp(2 sinh θ)

p!
+

1
2p!

p
∑
j=1
(−1) j(

p
j)

logp−j(2 sinh θ)
θ

∫
0

log j(2 sinh t) dt

=
θ
2
logp(2 sinh θ)

p!
+

1
4p!

p
∑
j=1
(−1) j−1(

p
j)

logp−j(2 sinh θ) Lshj+1(2θ).

The proof is now complete.

Lemma 2.2. For any positive integer p and real number z ∈ [0, 12 ], we have
∞
∑
n=1
(
2n
n )

H2n
(2n + 1)p

z2n+1 = 1
(p − 1)!

p
∑
j=1
(−1) j−1(

p − 1
j − 1)

logp−j(2 sin θ)

× {
1
2
Lscj,2(2θ) −

j
∑
l=1
(
j − 1
l − 1)

Lscl,j−l+2(θ)}, (2.4)

where θ = arcsin(2z) ∈ [0, π2 ].
Similarly, for any positive integer p and real number z ∈ [0, 12 ], we have

∞
∑
n=1
(
2n
n )

H2n
(2n + 1)p

(−1)nz2n+1 = 1
(p − 1)!

p
∑
j=1
(−1) j−1(

p − 1
j − 1)

logp−j(2 sinh θ)

× {
1
2
Lshchj,2(2θ) −

j
∑
l=1
(
j − 1
l − 1)

Lshchl,j−l+2(θ)}, (2.5)

where θ = arcsinh(2z) ∈ [0, log(√2 + 1)].

Proof. We first prove (2.4). By [7, equation (D.8), pp. 52–53], we have
∞
∑
n=1
(
2n
n )

zn

2n
= log(1 + χ),

∞
∑
n=1
(
2n
n )

H2n−1zn =
2

1 − χ
[χ log(1 + χ) − (1 + χ) log(1 − χ)],

where χ := 1−√1−4z
1+√1−4z

. Summing up the two equations, substituting z2 for z and then multiplying by z, we obtain

∞
∑
n=1
(
2n
n )

H2nz2n+1 =
z

√1 − 4z2
(log( 2

1 +√1 − 4z2
) − 2 log( 2√1 − 4z2

1 +√1 − 4z2
)). (2.6)



4  S. Charlton et al., On two conjectures of Sun for Apéry-like series

By the change of variables z = 1
2 sin θ for z ∈ [0,

1
2 ) and θ ∈ [0,

π
2 ), we arrive at

∞
∑
n=1
(
2n
n )

H2nz2n+1 = tan θ ⋅ (log(2 cos
θ
2
) − log(2 cos θ)).

Using (2.1), we obtain

∞
∑
n=1
(
2n
n )

H2n
(2n + 1)p

z2n+1 = 1
(p − 1)!

z

∫
0

logp−1( zw )
w
⋅
∞
∑
n=1
(
2n
n )

H2nw2n+1 dw

=
1
(p − 1)!

θ

∫
0

(log(2 sin θ) − log(2 sin t))p−1

⋅ (log(2 cos
t
2
) − log(2 cos t)) dt (w = 1

2
sin t)

=
1
(p − 1)!

p
∑
j=1
(−1) j−1(p − 1j − 1)

logp−j(2 sin θ)

×
θ

∫
0

log j−1(2 sin t) ⋅ (log(2 cos t
2
) − log(2 cos t)) dt. (2.7)

We observe that
θ

∫
0

log j−1(2 sin t) ⋅ (− log(2 cos t)) dt = 1
2
Lscj,2(2θ), (2.8)

θ

∫
0

log j−1(2 sin t) ⋅ log(2 cos t
2
) dt =

θ

∫
0

(log(2 sin
t
2
) + log(2 cos

t
2
))

j−1
⋅ log(2 cos

t
2
) dt

=
θ

∫
0

j
∑
l=1
(
j − 1
l − 1)

log l−1(2 sin
t
2
) log j−l+1(2 cos

t
2
) dt

= −
j
∑
l=1
(
j − 1
l − 1)

Lscl,j−l+2(θ). (2.9)

Inserting (2.8) and (2.9) in (2.7), we complete the proof of (2.4) for z ∈ [0, 12 ). The case z =
1
2 follows from conti-

nuity.
The proof of (2.5) is similar. In fact, note that (2.6) is valid for all complex numbers z with |z| < 1

2 . If we
substitute iz for z in (2.6), we have

∞
∑
n=1
(
2n
n )

H2n(−1)nz2n+1 =
z

√1 + 4z2
(log( 2

1 +√1 + 4z2
) − 2 log( 2√1 + 4z2

1 +√1 + 4z2
)).

Letting z = 1
2 sinh θ for z ∈ [0,

1
2 ) and θ ∈ [0, log(√2 + 1)), the above equation can be written as

∞
∑
n=1
(
2n
n )

H2n(−1)nz2n+1 = tanh θ ⋅ (log(2 cosh
θ
2
) − log(2 cosh θ)).

Therefore,
∞
∑
n=1
(
2n
n )

H2n
(2n + 1)p

(−1)nz2n+1 = 1
(p − 1)!

z

∫
0

logp−1( zw )
w
⋅
∞
∑
n=1
(
2n
n )

H2n(−1)nw2n+1 dw

=
1
(p − 1)!

θ

∫
0

(log(2 sinh θ) − log(2 sinh t))p−1

⋅ (log(2 cosh t
2
) − log(2 cosh t)) dt

by the substitution w = 1
2 sinh t. Identity (2.5) follows from expanding (log(2 sinh θ) − log(2 sinh t))p−1 by the

binomial theorem.
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3 Proof of (1.1)

Setting p = 3 and z = 1
4 in (2.2) and (2.4), we have θ =

π
6 and

∞
∑
n=0

(2nn )
(2n + 1)416n

=
1
6
Ls4(

π
3
), (3.1)

∞
∑
n=1

(2nn )H2n

(2n + 1)316n
= Lsc3,2(

π
3
) − 2 Lsc3,2(

π
6
) − 4 Lsc2,3(

π
6
) − 2 Lsc1,4(

π
6
). (3.2)

For ease of reading, we now outline our proof as the calculations are somewhat involved. We first express the
functions Lscj,k(θ) (j + k = 5) for j < k in terms of the ones with j > k and then show that we can rewrite each
of the latter, after subtracting a suitable linear term in θ, in terms of the single-valued function D̃4 (Lemmas 3.3
and 3.4). Substituting θ = π

6 and =
5π
6 as in (3.23)–(3.25) then reveals that the ensuing rational multiples of πζ(3)

indeed conspire to match the one on the RHS of (1.1). Moreover, upon realizing that β(4) can be written as D̃4(i),
the conjectured formula in (1.1) is reduced to showing the vanishing of a rational linear combination of only D̃4-
terms as in (3.26). It then remains to find – and in fact to concoct – suitable functional equations for D̃4 which,
after an appropriate specialization, match precisely this combination.

Step 1. It is clear from the definition that

Lscj,k(θ) = Lscj,k(π) − Lsck,j(π − θ), θ ∈ [0, π].

The special values of Lscj,k at π have been determined by L. Lewin in [9] and [10, Section 7.9]. As observed in [3],
Lewin’s result can be stated in the form

−
1
π

∞
∑

m,n=0
Lscm+1,n+1(π)

xm

m!
yn

n!
=
2x+y

π
Γ( 1+x2 )Γ(

1+y
2 )

Γ(1 + x+y2 )
.

In particular, it is known that

Lsc1,4(θ) = − Ls4(π − θ) + Ls4(π), Ls4(π) =
3
2
πζ(3), (3.3)

Lsc2,3(θ) = − Lsc3,2(π − θ) + Lsc3,2(π), Lsc3,2(π) = −
1
4
πζ(3). (3.4)

Inserting (3.3) and (3.4) in (3.2), we have

∞
∑
n=1

(2nn )H2n

(2n + 1)316n
= 2 Ls4(

5π
6
) + Lsc3,2(

π
3
) − 2 Lsc3,2(

π
6
) + 4 Lsc3,2(

5π
6
) − 2πζ(3). (3.5)

Step 2. We introduce two different versions of the Bloch–Wigner–Ramakrishnan–Wojtkowiak–Zagier polylog-
arithm [13, 15, 16]: for |x| ≤ 1, x ̸= 0, 1,

Dm(x) = Rm(
m
∑
j=0

(− log|x|)m−j

(m − j)!
Lij(x)), (3.6)

D̃m(x) = Dm(x) + (1 − (−1)m)
logm−1|x|
4 ⋅ m!
(2 log|1 − x| − log|x|)

= Rm(
m
∑
j=1

(− log|x|)m−j

(m − j)!
Lij(x) +

logm−1|x|
m!

log|1 − x|), (3.7)

whereRm = Im form even andRm = Re form odd, andwherewe adopt Zagier’s ad hoc convention Li0(x) ≡ − 12
(see [16, p. 413]). It is easy to see that

lim
x→0

D̃m(x) = 0. (3.8)
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We extend D̃m(x) to ℂ \ {0, 1} as a single-valued and real analytic function by the inversion relation (3.9), and
we can check that D̃m(x) satisfies the complex conjugate relation (3.10) below:

D̃m(x) = (−1)m−1D̃m(x−1), (3.9)
D̃m(x) = (−1)m−1D̃m( ̄x). (3.10)

In particular, the complex conjugate relation implies that

D̃2m(x) = 0 for all x ∈ ℝ. (3.11)

It also satisfies distribution relations as follows: for any positive integer N , we have

D̃m(xN) = Nm−1
N−1
∑
j=0

D̃m(xe2jπi/N).

Indeed, this follows easily from the fact that, for all |x| ≤ 1 and 1 ≤ j ≤ m, we have

logm−j|xN | Lij(xN) = Nm−1 logm−j|x|
N−1
∑
j=0

Lij(xe2jπi/N), 1 − xN =
N−1
∏
j=0
(1 − xe2jπi/N).

The following computational lemma will be used repeatedly below.

Lemma 3.1. Let 0 < θ < π. Let f (x) be a rational function of x with real coefficients. Set

gf (θ) =
1
2
d
dθ

log f (e iθ) = ie
iθ f (e iθ)
2f (e iθ)

, hf (θ) =
d
dθ

Li1(f (e iθ)) =
ie iθ f (e iθ)
1 − f (e iθ)

.

For any positive integer m, let σm = 2i , δm = 0 if m is even and σm = 2, δm = 1 if m is odd. Then

d
dθ
Dm(f (e iθ)) = (−1)m(Dm−1(f (e iθ)) −Rm−1

logm−1|f (e iθ)|
2(m − 1)! )

gf (θ) + gf (−θ)
i

+
(− log|f (e iθ)|)m−1

σm ⋅ (m − 1)!
(δm(gf (θ) − gf (−θ)) + hf (θ) + (−1)mhf (−θ)),

d
dθ
D̃m(f (e iθ)) = (−1)m(D̃m−1(f (e iθ)) −Rm−1

logm−2|f (e iθ)| log|1 − f (e iθ)|
(m − 1)! )

gf (θ) + gf (−θ)
i

+
(− log|f (e iθ)|)m−1

σm ⋅ (m − 1)!
(hf (θ) + (−1)mhf (−θ)) + δm

logm−1|f (e iθ)|
2 ⋅ m! (

hf (−θ) − hf (θ))

+ δm
(m − 1) logm−2|f (e iθ)| log|1 − f (e iθ)|

m! (gf (θ) − gf (−θ)).

Proof. By definition, we may rewrite Dm(f (e iθ)) as

Dm(f (e iθ)) =
m
∑
j=0

( 12 (− log f (e
iθ) − log f (e−iθ)))m−j

(m − j)! ⋅
Lij(f (e iθ)) − (−1)m Lij(f (e−iθ))

σm
.

Thus we have

d
dθ Dm(f (e

iθ)) =
1
σm

m−1
∑
j=0

(− log|f (e iθ)|)m−1−j

(m − 1 − j)! (−gf (θ) + gf (−θ))(Lij(f (e
iθ)) − (−1)m Lij(f (e−iθ)))

+
1
σm

m
∑
j=2

(− log|f (e iθ)|)m−j

(m − j)! (2gf (θ) Lij−1(f (e iθ)) + (−1)m2gf (−θ) Lij−1(f (e−iθ)))

+
1
σm
(− log|f (e iθ)|)m−1

(m − 1)! (hf (θ) + (−1)mhf (−θ)).
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Moving the j = 0 term in the first sum to the end, setting j → j + 1 in the second sum, and combining like terms,
we then arrive at

d
dθ
Dm(f (e iθ)) =

1
σm

m−1
∑
j=1

(− log|f (e iθ)|)m−1−j

(m − 1 − j)! (
gf (θ) + gf (−θ))(Lij(f (e iθ)) + (−1)m Lij(f (e−iθ)))

+
1
σm
(− log|f (e iθ)|)m−1

(m − 1)! (δm(gf (θ) − gf (−θ)) + hf (θ) + (−1)mhf (−θ))

= (−1)m
m−1
∑
j=1

(− log|f (e iθ)|)m−1−j

(m − 1 − j)!
Rm−1(Lij(f (e iθ)))

gf (θ) + gf (−θ)
i

+
1
σm
(− log|f (e iθ)|)m−1

(m − 1)! (δm(gf (θ) − gf (−θ)) + hf (θ) + (−1)mhf (−θ)).

The expression for Dm in the lemma now follows easily from the defining formula (3.6).
Turning to D̃m , we only need to handle the extra term at the end of (3.7). Noticing that

2 log|1 − x| = − Li1(x) − Li1( ̄x),

we have
d
dθ

logm−1|f (e iθ)|
2 ⋅ m! (

2 log|1 − f (e iθ)| − log|f (e iθ)|)

=
logm−2|f (e iθ)|

2 ⋅ m! (
2(m − 1) log|1 − f (e iθ)| − m log|f (e iθ)|)(gf (θ) − gf (−θ))

+
logm−1|f (e iθ)|

2 ⋅ m! (
hf (−θ) − hf (θ)).

Now we can complete the proof of the lemma immediately.

Corollary 3.2. Let the notation be as above. Put

A = A(θ) = log

2 sin θ

2

= log|1 − e iθ|, B = B(θ) = log


2 cos θ

2

= log|1 + e iθ|.

For any positive integer m, let a±m = a±m(θ) = 1 if m is even, and a±m = a±m(θ) = i(1 ∓ e iθ)/(1 ± e iθ) if m is odd.
Then, for all m ≥ 3,

d
dθ
A(θ) = −

a−1
2
, d

dθ
B(θ) = −

a+1
2
,

d
dθ
D̃m(±e iθ) = (−1)m D̃m−1(±e iθ),

d
dθ
D̃m(1 ± e iθ) =

(−1)m

2
D̃m−1(1 ± e iθ) + (1 + (−1)m)

Am−1±
2 ⋅ (m − 1)!

(A+ = B, A− = A),

d
dθ
D̃m(

1 − e iθ

1 + e iθ
) =

δm(A − B)m−2

2 ⋅ m! ((A − B)a+1 + (m − 1)(log 2 − B)(a
+
1 − a
−
1 )) +
(B − A)m−1

2 ⋅ (m − 1)!
a+m .

Proof. By simple calculations,

f (x) = 1 ± x :

{{{{{{{{
{{{{{{{{
{

gf (θ) + gf (−θ) =
±ie iθ

2(1 ± e iθ)
+
±ie−iθ

2(1 ± e−iθ)
=
i
2
,

gf (θ) − gf (−θ) =
d
dθ
(A or B) = −

a±1
2
,

hf (θ) + hf (−θ) = −2i , hf (θ) − hf (−θ) = 0,

f (x) = 1 − x
1 + x

:

{{{{{{{{
{{{{{{{{
{

gf (θ) + gf (−θ) =
−ie iθ

1 − e2iθ
+
−ie−iθ

1 − e−2iθ
= 0,

gf (θ) − gf (−θ) =
d
dθ
(A(θ) − B(θ)) =

a+1
2
−
a−1
2
,

hf (θ) + hf (−θ) = i , hf (θ) − hf (−θ) = a+1 .
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Hence
d
dθ
D̃m(1 ± e iθ) =

(−1)m

2
D̃m−1(1 ± e iθ) + (1 + (−1)m)

logm−1|1 ± e iθ|
2 ⋅ (m − 1)!

,

d
dθ
D̃m(

1 − e iθ

1 + e iθ
) = (− log


1 − e iθ

1 + e iθ

)
m−1
⋅
hf (θ) + (−1)mhf (−θ)
(m − 1)! ⋅ σm

+
δma+1
2 ⋅ m!

logm−1

1 − e iθ

1 + e iθ


+
δm
2m!
(m − 1) logm−2


1 − e iθ

1 + e iθ

log


2
1 + e iθ

(a+1 − a

−
1 ).

These quickly lead to the equalities in the corollary.

Step 3. Next, we express both Ls4 and Lsc3,2 in terms of polylogarithms.

Lemma 3.3. The following expression for Ls4(θ) holds for all θ ∈ (0, π):

Ls4(θ) =
3
2
ζ(3)θ + 3

2
{−D̃4(e iθ) − 4D̃4(1 − e iθ)}. (3.12)

Proof. First we observe that D̃4(1) = 0 by (3.11). Thus, taking θ → 0, we see that it suffices to prove the equality
of the derivatives of both sides of (3.12). Since

d
dθ

Ls4(θ) = − log3

2 sin θ

2

= −A3 ,

by Corollary 3.2, we have

d
dθ{

2
3
Ls4(θ) − ζ(3)θ + D̃4(e iθ) + 4D̃4(1 − e iθ)} = −ζ(3) +

Li3(e iθ) + Li3(e−iθ)
2

+ 2D̃3(1 − e iθ). (3.13)

Since Li3(1) = ζ(3) and limθ→0 D̃3(1 − e iθ) = 0 by (3.8), it suffices to prove the derivative of (3.13) vanishes.
Clearly, D̃m(x) = Dm(x) for all even m by (3.7). Thus, using Corollary 3.2 again, we see that

d
dθ
(RHS of (3.13)) = −Li2(e

iθ) − Li2(e−iθ)
2i

− D̃2(1 − e iθ)

= −D̃2(e iθ) − D̃2(1 − e iθ) = −D2(e iθ) − D2(1 − e iθ) = 0 (3.14)

by [16, equation (4)]. This completes the proof of Lemma 3.3.

Lemma 3.4. The following expression for Lsc3,2(θ) holds for all θ ∈ (0, π):

Lsc3,2(θ) = −
ζ(3)
4
θ − 1

2
D̃4(−e iθ) − D̃4(e iθ) + 2D̃4(1 + e iθ) + 2D̃4(

1 − e iθ

1 + e iθ
) −

1
2
D̃4(1 − e2iθ). (3.15)

Proof. The proof of this lemma is completely similar to that of Lemma 3.3. As above, let A = A(θ) and B = B(θ).
By straightforward computations using Corollary 3.2, we find that

d
dθ Lsc3,2(θ) = − log

2
2 sin θ

2

log

2 cos θ

2

= −A2B,

d
dθ
D̃4(±e iθ) = D̃3(±e iθ)

d/dθ
→ −D̃2(±e iθ),

d
dθ
D̃4(1 + e iθ) =

1
2
D̃3(1 + e iθ) +

B3

6
d/dθ
→ −

1
4
D̃2(1 + e iθ) −

1
4
B2a+1 ,

d
dθ
D̃4(

1
1 + e iθ
) = −

B3

12
−
1
2

3
∑
j=1

B3−j

(3 − j)!(
Lij( 1

1+e iθ )

1 + e iθ
+
Lij( 1

1+e−iθ )
1 + e−iθ

)

(which is used to compute the limit as θ → 0),

d
dθ
D̃4(

1 − e iθ

1 + e iθ
) =
(B − A)3

12
d/dθ
→

(A − B)2(a+1 − a
−
1 )

8
,

d
dθ
D̃4(1 − e2iθ) = D̃3(1 − e2iθ) +

(A + B)3

3
d/dθ
→ −D̃2(1 − e2iθ) −

1
2
(A + B)2(a+1 + a

−
1 ).
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Thus, by taking θ → 0, we see that the difference between the left-hand and right-hand sides of d
dθ (RHS of (3.15))

is
log3(2)

6
+
5ζ(3)
4
+
1
2
Li3(−1) −

3
∑
j=1

log3−j(2)
(3 − j)!

Lij(
1
2
) = 0

by the identities (see [10, (1.16), (6.5) and (6.12)])

Li2(
1
2
) =

1
2
(ζ(2) − log2(2)), Li3(−1) = −

3
4
ζ(3), Li3(

1
2
) =

7
8
ζ(3) − 1

12
π2 log(2) + 1

6
log3(2).

Thus we only need to show the second derivatives of both sides of (3.15) agree:

d
dθ(
−2A2B + d

dθ{
2D̃4(e iθ) + D̃4(−e iθ) − 4D̃4(1 + e iθ) + D̃4(1 − e2iθ) − 4D̃4(

1 − e iθ

1 + e iθ
)}) ?= 0. (3.16)

Now we have

LHS of (3.16) = d
dθ(
−2A2B + 2D̃3(e iθ) + D̃3(−e iθ) − 4(

1
2
D̃3(1 + e iθ) +

B3

6
)

+ D̃3(1 − e2iθ) +
(A + B)3

3
−
(A − B)3

3
)

= A2a+1 + 2ABa
−
1 − D̃2(−e

iθ) − 2D̃2(e iθ) + D̃2(1 + e iθ) + B2a+1

− D̃2(1 − e2iθ) −
1
2
(A + B)2(a+1 + a

−
1 ) −

1
2
(A − B)2(a+1 − a

−
1 )

= D̃2(e2iθ) − 2D̃2(−e iθ) − 2D̃2(e iθ) = 0

by (3.14) and the distribution relation. This completes the proof of the lemma.

Step 4. We will need the following functional equation of D̃4, which is a variant of Kummer’s Li4 equation
[10, equation (7.78)]. (Note Λ4(x) therein is closely related to Li4(−x); in particular, it only differs by products of
lower weight terms. In order to convert from [10, equation (7.78)] to the D̃4 functional equation, we essentially
only need to add a negative sign to all the arguments from [10, equation (7.78)] and drop any product terms.)

Letℚ[ℂℙ1] be the set of finiteℚ-linear combinations ∑ cj[xj] with cj ∈ ℚ, xj ∈ ℂℙ1. We can then linearly
extend D̃m overℚ[ℂℙ1].

Lemma 3.5 (Kummer). For any x, y ∈ ℂ \ {0, 1}, set ξ = ξx := 1 − x, η = ηy := 1 − y and

H(x, y) := [ x
2y
η2ξ
] + [−

ηx2y
ξ ]
− 3[−

x
ηξ ]
− 3[−

ηx
ξ ]
− 3[

x
η ]
− 3[ηx]

+ 6[−
x
ξ ]
− 6[−

xy
η ]
+ 6[x] − 3[ xyηξ ]

− 3[xy].

Then F(x, y) := H(x, y) + H(y, x) is mapped to 0 under D̃4.

Proof. In order to verify that D̃4(F(x, y)) = 0 for all x, y, we apply [16, Proposition 1],which states that if {ni , xi(t)}
is a collection of integers ni and rational functions of one variable xi(t), satisfying

∑
i
ni[xi(t)]m−2 ⊗ ([xi(t)] ∧ [1 − xi(t)]) = 0, (3.17)

in Symm−2(ℂ(t)×) ⊗ ∧2(ℂ(t)×) ⊗ℤ ℚ, then ∑i ni D̃m(xi(t)) = constant. In this tensor condition, the tensors are
multiplicative (ab) ⊗ c = a ⊗ c + b ⊗ c, and we can ignore torsion (multiplication by roots of unity) in each
slot. This tensor condition is closely related to the ⊗m-invariant (“symbol”) of multiple polylogarithms [8] and
amounts to a convenient reformulation of the derivative of D̃m(xi(t)) for the purposes of calculation.

Setm = 4, and fix y = y0 ∈ ℂ. It is then straightforward (if tedious) to check that (3.17) vanishes for the list of
coefficients and arguments in F(x, y0). Hence, for any fixed y = y0, the combination D̃4(F(x, y0)) is constant. By
the symmetry of F(x, y) with respect to x ↔ y, we also have by the same calculation that, for any fixed x = x0,
the combination D̃4(F(x0 , y)) is constant. It follows that D̃4(F(x1 , y1)) = D̃4(F(x2 , y1)) = D̃4(F(x2 , y2)) for any
(x1 , y1), (x2 , y2) ∈ ℂ2, so D̃4(F(x, y)) is constant overall. Since D̃4 vanishes on the real line, and by specializing for
example x = y = 1

2 all arguments in F(x, y) are real, this constant is necessarily 0.We have therefore established
the required functional equation.
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Step 5. Specialization to the 12-th roots of unity. In the rest of this section, we put

ρ := e2πi/12 .

Note that, by applying (3.9) and (3.10) at most twice, we can make the argument of D̃4 lie in the upper half unit
disk. We will often apply this rule in our calculations below.

By Lemma 3.3, we have

Ls4(
π
3
) =

1
2
πζ(3) + 9

2
D̃4(ρ2). (3.18)

We remark that in [4, equation (83c)], J. M. Borwein and A. Straub proved that Ls4(π/3) = πζ(3)/2 + 9 Cl4(π/3)/2
(here Cl4 is the Clausen function), which agrees with (3.18) because D̃4(ρ2) = ImLi4(ρ2) = Cl4(π/3).

By Lemma 3.4, we have

Lsc3,2(
π
3
) = −

1
12
πζ(3) − D̃4(ρ2) +

1
2
D̃4(ρ4) +

5
2
D̃4(

ρ
√3
) − 2D̃4(

ρ3

√3
). (3.19)

By Lemma 3.5, we have that D̃4 vanishes on F(ρ2 , ρ4), which implies

−9D̃4(ρ2) + 6D̃4(ρ4) − 15D̃4(
ρ
√3
) + 12D̃4(

ρ3

√3
) = 0. (3.20)

Note the distribution relation D̃4(ρ4) = 8D̃4(ρ2) + 8D̃4(−ρ2) = 8D̃4(ρ2) − 8D̃4(ρ4) implies that

D̃4(ρ4) =
8
9
D̃4(ρ2). (3.21)

Combining (3.19), (3.20) and (3.21), we obtain

Lsc3,2(
π
3
) = −

1
12
πζ(3) − 7

6
D̃4(ρ2). (3.22)

Write ρ1/2 := e2πi/24 and

r := |1 − ρ| =
√6 −√2

2
.

By Lemma 3.3 and Lemma 3.4, we have

Ls4(
5π
6
) =

5
4
πζ(3) − 3

2
D̃4(ρ5) + 6D̃4(rρ1/2), (3.23)

Lsc3,2(
π
6
) = −

1
24
πζ(3) − D̃4(ρ) +

1
2
D̃4(ρ2) +

1
2
D̃4(ρ5) + 2D̃4(rρ1/2) − 2D̃4(r2ρ3), (3.24)

Lsc3,2(
5π
6
) = −

5
24
πζ(3) + 1

2
D̃4(ρ) −

1
2
D̃4(ρ2) − D̃4(ρ5) + 2D̃4(rρ5/2) − 2D̃4(r2ρ3). (3.25)

By substituting first (3.1), (3.5), then (3.18), (3.22), (3.23), (3.24) and (3.25), the left-hand side of (1.1) is trans-
formed as follows:

41
∞
∑
n=0

(2nn )
(2n + 1)416n

+ 9
∞
∑
n=1

(2nn )H2n

(2n + 1)316n

=
41
6
Ls4(

π
3
) + 9 Lsc3,2(

π
3
) + 18 Ls4(

5π
6
) − 18 Lsc3,2(

π
6
) + 36 Lsc3,2(

5π
6
) − 18πζ(3)

=
5
12
πζ(3) + 36D̃4(ρ) −

27
4
D̃4(ρ2) − 72D̃4(ρ5) + 72D̃4(rρ1/2) + 72D̃4(rρ5/2) − 36D̃4(r2ρ3).

Since β(4) = Im(Li4(i)) = D̃4(ρ3), the conjectured formula in (1.1) is reduced to

D̃4(ρ) −
3
16
D̃4(ρ2) −

10
9
D̃4(ρ3) − 2D̃4(ρ5) + 2D̃4(rρ1/2) + 2D̃4(rρ5/2) − D̃4(r2ρ3)

?= 0. (3.26)

By the distribution relation

D̃4(r2ρ3) = 8D̃4(rρ3/2) + 8D̃4(−rρ3/2) = 8D̃4(rρ3/2) − 8D̃4(rρ9/2),
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it remains to show that

2D̃4(rρ1/2) − 8D̃4(rρ3/2) + 2D̃4(rρ5/2) + 8D̃4(rρ9/2)
?= −D̃4(ρ) +

3
16
D̃4(ρ2) +

10
9
D̃4(ρ3) + 2D̃4(ρ5). (3.27)

By specializing Lemma 3.5 to various choices of x, y, we obtain further relations between D̃4. In particular,
since D̃4 vanishes on both 1

3F(ρ
2 , ρ) and 1

3F(ρ
2 , ρ5), we have respectively

5D̃4(ρ) − 3D̃4(ρ3) + 3D̃4(rρ1/2) − D̃4(rρ3/2) − 2D̃4(rρ5/2) + 3D̃4(rρ9/2) = 0, (3.28)
−3D̃4(ρ3) + 5D̃4(ρ5) − 2D̃4(rρ1/2) − 3D̃4(rρ3/2) + 3D̃4(rρ5/2) + D̃4(rρ9/2) = 0. (3.29)

By adding (3.28) and (3.29), we have

D̃4(rρ1/2) − 4D̃4(rρ3/2) + D̃4(rρ5/2) + 4D̃4(rρ9/2) = −5D̃4(ρ) + 6D̃4(ρ3) − 5D̃4(ρ5).

Therefore, (3.27) is reduced to

−9D̃4(ρ) −
3
16
D̃4(ρ2) +

98
9
D̃4(ρ3) − 12D̃4(ρ5)

?= 0. (3.30)

By the distribution relations, we have

D̃4(ρ2) = 8D̃4(ρ) + 8D̃4(−ρ) ⇒ D̃4(ρ2) = 8D̃4(ρ) − 8D̃4(ρ5), (3.31)

D̃4(ρ3) = 27D̃4(ρ) + 27D̃4(ρ5) + 27D̃4(ρ9) ⇒ D̃4(ρ3) =
27
28
D̃4(ρ) +

27
28
D̃4(ρ5). (3.32)

Equations (3.31) and (3.32) establish (3.30). Therefore, the proof of (1.1) is complete.

4 Proof of (1.2)

Let

ϕ =
√5 + 1

2
be the golden ratio. Setting p = 2 and z = 1

4 in (2.3) and (2.5), we have θ = log ϕ and

∞
∑
n=0

(2nn )
(2n + 1)3(−16)n

= −
1
2
Lsh3(2 log ϕ), (4.1)

∞
∑
n=1

(2nn )H2n

(2n + 1)2(−16)n
= −2 Lshch2,2(2 log ϕ) + 4 Lshch1,3(log ϕ) + 4 Lshch2,2(log ϕ). (4.2)

Lemma 4.1. The following expressions for Lsh3(x), Lshch1,3(x) and Lshch2,2(x) hold for all x ∈ (0, +∞):

Lsh3(x) = −D̃3(e−x) − 2D̃3(1 − e−x) −
1
3
x log2(2 sinh x

2
) + D̃3(1), (4.3)

Lshch1,3(x) = −D̃3(−e−x) − 2D̃3(
1

1 + e−x )
−
1
3
x log2(2 cosh x

2
) + D̃3(1), (4.4)

Lshch2,2(x) = −
1
8
D̃3(e−2x) −

1
2
D̃3(1 − e−2x) + D̃3(1 − e−x) + D̃3(

1
1 + e−x )

−
1
3
x log(2 sinh x

2
) log(2 cosh x

2
) −

3
4
D̃3(1). (4.5)

Remark 4.2. Using the shorthand ψ(t) := D̃3(1 − t) − D̃3(1 − 1/t) and adding suitable 3-term relations for D̃3,
Lemma 4.1 can be stated more succinctly and uniformly as follows:

Lshchj,k(x) +
x
3
log j−1(2 sinh( x

2
)) logk−1(2 cosh( x

2
)) =
{{{
{{{
{

ψ(ex) for ( j, k) = (3, 1),
1
4 (ψ(e

2x) − 2ψ(ex) − 2ψ(e−x)) for ( j, k) = (2, 2),
ψ(−ex) for ( j, k) = (1, 3).



12  S. Charlton et al., On two conjectures of Sun for Apéry-like series

Proof. Suppose x ∈ (0, +∞). Let f1(x) be the difference between the left-hand and right-hand sides of (4.3).
Clearly, limx→0 f1(x) = 0. By the definitions of D̃3 and Lsh3, and the simple identity

log(2 sinh(
x
2
)) =

x
2
+ log(1 − e−x),

we may rewrite f1(x) as

f1(x) = −
x

∫
0

(
t
2
+ log(1 − e−t))

2
dt + Li3(e−x) + x Li2(e−x) + 2 Li3(1 − e−x)

− 2 log(1 − e−x) Li2(1 − e−x) + x log2(1 − e−x) +
1
12
x3 − ζ(3).

Then a straightforward computation gives f 1(x) = 0, which completes the proof of (4.3).
Let f2(x) be the difference between the left-hand and right-hand sides of (4.4). We have

lim
x→0

f2(x) = D̃3(−1) + 2D̃3(
1
2
) − D̃3(1) = 0

by the following identities:

D̃3(−1) = −
3
4
D̃3(1) and D̃3(

1
2
) =

7
8
D̃3(1). (4.6)

(The first identity in (4.6) follows from the duplication relation D̃3(1) = 4D̃3(1) + 4D̃3(−1). See [10, (6.12) and
(1.16)] for the second.)

By the definitions of D̃3 and Lshch1,3, and the identity log(2 cosh( x2 )) =
x
2 + log(1 + e

−x), we may rewrite
f2(x) as

f2(x) = −
x

∫
0

(
t
2
+ log(1 + e−t))

2
dt + Li3(−e−x) + x Li2(−e−x) + 2 Li3(

1
1 + e−x )

+ 2 log(1 + e−x) Li2(
1

1 + e−x )
+
2
3
log3(1 + e−x) + x log2(1 + e−x) + 1

12
x3 − ζ(3).

Then a straightforward computation gives f 2(x) = 0, which completes the proof of (4.4).
Observing that log(2 sinh x) = log(2 sinh( x2 )) + log(2 cosh(

x
2 )), we have

Lsh3(2x) = −2
x

∫
0

log2(sinh t) dt = −2
x

∫
0

(log(sinh
t
2
) + log(cosh t

2
))

2
dt

= 2 Lsh3(x) + 4 Lshch2,2(x) + 2 Lshch1,3(x).

Therefore,
Lshch2,2(x) =

1
4
Lsh3(2x) −

1
2
Lsh3(x) −

1
2
Lshch1,3(x). (4.7)

Equation (4.5) follows immediately by substituting (4.3) and (4.4) into (4.7), andusing the duplication relation
D̃3(e−2x) = 4D̃3(e−x) + 4D̃3(−e−x).

Specializing Lemma 4.1 at x = log ϕ and x = 2 log ϕ and simplifying the golden ratio combinations via

1 − ϕ−2 = ϕ−1 , 1 + ϕ−2 = √5ϕ−1 , 1 − ϕ−4 = √5ϕ−2 ,

we directly find

Lsh3(2 log ϕ) = −D̃3(
1
ϕ2
) − 2D̃3(

1
ϕ)
+ D̃3(1),

Lshch2,2(2 log ϕ) = −
1
8
D̃3(

1
ϕ4
) −

1
2
D̃3(
√5
ϕ2
) + D̃3(

1
ϕ)
+ D̃3(

ϕ
√5
) −

3
4
D̃3(1),

Lshch1,3(log ϕ) = −D̃3(−
1
ϕ)
− 2D̃3(

1
ϕ)
−
3
4
log3 ϕ + D̃3(1),

Lshch2,2(log ϕ) =
7
8
D̃3(

1
ϕ2
) +

1
2
D̃3(

1
ϕ)
+
3
4
log3 ϕ − 3

4
D̃3(1).
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Then, by substituting the duplication relation

D̃3(−
1
ϕ)
= −D̃3(

1
ϕ)
+
1
4
D̃3(

1
ϕ2
)

and the following evaluation of D̃3(ϕ−2) (see [10, (6.13) and (1.20)]):

D̃3(
1
ϕ2
) =

4
5
D̃3(1),

into the above equations, we obtain

Lsh3(2 log ϕ) = −2D̃3(
1
ϕ)
+
1
5
D̃3(1), (4.8)

Lshch2,2(2 log ϕ) = −
1
8
D̃3(

1
ϕ4
) −

1
2
D̃3(
√5
ϕ2
) + D̃3(

1
ϕ)
+ D̃3(

ϕ
√5
) −

3
4
D̃3(1), (4.9)

Lshch1,3(log ϕ) = −D̃3(
1
ϕ)
−
3
4
log3 ϕ + 4

5
D̃3(1), (4.10)

Lshch2,2(log ϕ) =
1
2
D̃3(

1
ϕ)
+
3
4
log3 ϕ − 1

20
D̃3(1). (4.11)

By substituting first (4.1), (4.2), then (4.8)–(4.11), the left-hand side of (1.2) is transformed as follows:

17
∞
∑
n=0

(2nn )
(2n + 1)3(−16)n

+ 5
∞
∑
n=1

(2nn )H2n

(2n + 1)2(−16)n

= −
17
2
Lsh3(2 log ϕ) − 10 Lshch2,2(2 log ϕ) + 20 Lshch1,3(log ϕ) + 20 Lshch2,2(log ϕ)

=
5
4
D̃3(

1
ϕ4
) + 5D̃3(

√5
ϕ2
) − 3D̃3(

1
ϕ)
− 10D̃3(

ϕ
√5
) +

104
5
D̃3(1).

Since D̃3(1) = ζ(3) and the right-hand side of (1.2) is 14ζ(3), the conjectured identity (1.2) is equivalent to

5
4
D̃3(

1
ϕ4
) + 5D̃3(

√5
ϕ2
) − 3D̃3(

1
ϕ)
− 10D̃3(

ϕ
√5
) +

34
5
D̃3(1)

?= 0. (4.12)

We shall prove this by specializing a suitable D̃3 functional equation.

Lemma 4.3. The following linear combination G(x) vanishes identically under D̃3:

G(x) := 5[ 1 − 2x
(1 − x)3(1 + x)

] + 6[−
(1 − x)3

(2 − x)3
] − 6[

1
(1 − x)3

] − 15[
(1 − x)(1 + x)

1 − 2x ]
− 15[

1 − 2x
(1 − x)2

]

− 18[ 1 − x
(2 − x)2

] + 18[− 1
(1 − x)(2 − x)]

− 3[ 1
(1 − x)(1 + x)]

− 10[1 − 2x
2 − x ]
− 10[2 − x

1 + x ]

+ 15[− x
1 − 2x ]

+ 15[ x
1 − x ]
− 24[−1 − x

1 + x ]
+ 24[1 − x

1 + x ]
+ 45[1 − 2x

1 − x ]
− 54[−1 − x

2 − x ]

+ 36[
1

2 − x ]
+ 6[

1
1 − x ]
− 18[

1
1 + x ]
+ 42[−

1
1 − x ]
− 34[1].

Proof. The proof strategy is exactly the same as for Lemma 3.5; we apply the tensor criterion in (3.17) in the case
m = 3. This shows that D̃3(G(x)) is constant. To fix the constant, we specialize to x = 0. We find (simplifying only
with inversion at the moment) that

D̃3(G(0)) = 18D̃3(−1) − 36D̃3(−
1
2
) + 6D̃3(−

1
8
) + 30D̃3(0) − 18D̃3(

1
4
) + 16D̃3(

1
2
) − 11D̃3(1).

This time, using the duplication relation D̃3( 14 ) = 4D̃3(
1
2 ) + 4D̃3(−

1
2 ) to eliminate D̃3( 14 ) and simplifying with

D̃3(0) = 0, we obtain

D̃3(G(0)) = 18D̃3(−1) − 108D̃3(−
1
2
) + 6D̃3(−

1
8
) − 56D̃3(

1
2
) − 11D̃3(1).
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But we can show this vanishes by using (4.6) and the well-known identity (see [10, p. 179])

D̃3(−
1
8
) − 18D̃3(−

1
2
) =

49
4
D̃3(1).

With this, the functional equation in the lemma is now proven.

Now consider D̃3(G(−ϕ−1)). We first put all real arguments into the interval [0, 1] by applying the duplication
relation and inversion relation

D̃3(x2) = 4(D̃(x) + D̃(−x)), D̃3(x−1) = D̃3(x).

Then we obtain exactly

0 = D̃3(G(−ϕ−1)) = −
25
4
D̃3(

1
ϕ4
) − 25D̃3(

√5
ϕ2
) + 15D̃3(

1
ϕ)
+ 50D̃3(

ϕ
√5
) − 34D̃3(1).

This is −5 times the left-hand side of (4.12); hence the left-hand side of (4.12) is equal to exactly 0. The proof
of (1.2) is complete.

Remark 4.4. It should be noted that the functional equation in Lemma 4.3 has been concocted to give a simple
proof of (4.12) in the previous lines. This functional equation can be broken down into a number of smaller
functional equations, with slightly more structured coefficients. Specifically, Lemma 4.3 is a combination of the
following four linearly independent functional equations (irreducible within the selected set of arguments):

D̃3(−[
1 − 2x

(1 − x)3(1 + x)
] + 3[ 1 − 2x
(1 − x)2

] + 3[ (1 − x)(1 + x)
1 − 2x ]

+ 3[ 1
(1 − x)(1 + x)]

− 6[
1 − 2x
1 − x ]
+ 2[

1 − 2x
2 − x ]
+ 2[

2 − x
1 + x ]
+ 6[−

1
1 − x ]
− 6[

1
1 + x ]
+ 5[1]) = 0,

D̃3(−[−
(1 − x)3

(2 − x)3
] + [

1
(1 − x)3

] + 3[
1 − x
(2 − x)2

] − 3[−
1

(1 − x)(2 − x)]
+ 9[−

1 − x
2 − x ]

− 12[−
1

1 − x ]
− 9[

1
1 − x ]
− 6[

1
2 − x ]
+ 6[1]) = 0,

D̃3(2[
1

(1 − x)(1 + x)]
− 4[−

1 − x
1 + x ]
+ 4[

1 − x
1 + x ]
− 8[

1
1 − x ]
− 8[

1
1 + x ]
+ 7[1]) = 0,

D̃3([
x

1 − x ]
+ [

1 − 2x
1 − x ]
+ [−

x
1 − 2x ]

− [1]) = 0. (4.13)

Each of these can be proven in exactly the same way as Lemma 4.3 itself. In fact, the last one (4.13) is (up to
inversion) a re-parameterization of the 3-term [10, equation (6.10)] functional equation

D̃3(x) + D̃3(1 − x) + D̃3(1 − x−1) = D̃3(1), with x → x
1 − x

.

Remark 4.5. We originally discovered the proof of (1.2) by expressing (4.1) and (4.2) in terms of coloredmultiple
zeta values by applying Au’s mechanism developed in [2]. Then (1.2) also follows from the computer-aided proof
using Au’s Mathematica package. For the detailed definition and introduction of colored multiple zeta values,
see [17, Chapters 13–14].

Acknowledgment: The authors would like to thank the anonymous referee for valuable comments.

Funding: Steven Charlton is supported byDeutsche Forschungsgemeinschaft Eigene Stelle grant CH 2561/1-1, for
Projektnummer 442093436. Steven Charlton and Herbert Gangl would like to thank the Isaac Newton Institute
for Mathematical Sciences, Cambridge, for support and hospitality during the programme K-theory, algebraic
cycles and motivic homotopy theory where work on this paper was undertaken. This work was supported by
EPSRC grant no EP/K032208/1. Ce Xu is supported by the National Natural Science Foundation of China (Grant
No. 12101008), the Natural Science Foundation of Anhui Province (Grant No. 2108085QA01) and the University
Natural Science Research Project of Anhui Province (Grant No. KJ2020A0057). Jianqiang Zhao is supported by
the Jacobs Prize from The Bishop’s School.



S. Charlton et al., On two conjectures of Sun for Apéry-like series  15

References
[1] R. Apéry, Irrationalité de ζ(2) et ζ(3), in: Journées arithmétiques de Luminy, Astérisque 61, Société Mathématique de France, Paris

(1979), 11–13.
[2] K. C. Au, Evaluation of one-dimensional polylogarithmic integral, with applications to infinite series, preprint (2020),

https://arxiv.org/abs/2007.03957.
[3] D. Borwein, J. M. Borwein, A. Straub and J. Wan, Log-sine evaluations of Mahler measures, II, Integers 12 (2012), no. 6, 1179–1212.
[4] J. M. Borwein and A. Straub, Mahler measures, short walks and log-sine integrals, Theoret. Comput. Sci. 479 (2013), 4–21.
[5] J. M. Campbell, P. Levrie, C. Xu and J. Zhao, On a problem involving the squares of odd harmonic numbers, preprint (2022),

https://arxiv.org/abs/2206.05026.
[6] M. Cantarini and J. D’Aurizio, On the interplay between hypergeometric series, Fourier–Legendre expansions and Euler sums,

Boll. Unione Mat. Ital. 12 (2019), no. 4, 623–656.
[7] A. I. Davydychev and M. Y. Kalmykov, Massive Feynman diagrams and inverse binomial sums, Nuclear Phys. B 699 (2004), no. 1–2,

3–64.
[8] A. B. Goncharov, Galois symmetries of fundamental groupoids and noncommutative geometry, Duke Math. J. 128 (2005), no. 2,

209–284.
[9] L. Lewin, On the evaluation of log-sine integrals, Math. Gaz. 42 (1958), 125–128.
[10] L. Lewin, Polylogarithms and Associated Functions, North-Holland, Amsterdam, 1981.
[11] Z.-W. Sun, New series for some special values of L-functions, Nanjing Daxue Xuebao Shuxue Bannian Kan 32 (2015), no. 2, 189–218.
[12] Z.-W. Sun, New Conjectures in Number Theory and Combinatorics (in Chinese), Harbin Institute of Technology, Harbin, 2021.
[13] Z. A. Wojtkowiak, A construction of analogs of the Bloch–Wigner function, Math. Scand. 65 (1989), no. 1, 140–142.
[14] C. Xu and J. Zhao, Apéry-like sums and colored multiple zeta values, preprint (2023), https://arxiv.org/abs/2301.12550.
[15] D. Zagier, The Bloch–Wigner–Ramakrishnan polylogarithm function, Math. Ann. 286 (1990), no. 1–3, 613–624.
[16] D. Zagier, Polylogarithms, Dedekind zeta functions, and the algebraic K-theory of fields, in: Arithmetic Algebraic Geometry,

Progr. Math. 89, Birkhäuser, Boston (1991), 391–430.
[17] J. Zhao, Multiple Zeta Functions, Multiple Polylogarithms and Their Special Values, Ser. Number Theory Appl. 12, World Scientific,

Hackensack, 2016.

https://arxiv.org/abs/2007.03957
https://arxiv.org/abs/2206.05026
https://arxiv.org/abs/2301.12550

	On two conjectures of Sun concerning Apéry-like series
	1 Introduction
	2 Log-sine-cosine integrals
	3 Proof of (1.1)
	4 Proof of (1.2)


