T Available online at www.sciencedirect.com _—
‘ Journal of

2t ScienceDirect Differential
s 4 Equations
ELSEVIER Journal of Differential Equations 359 (2023) 67106 _

www.elsevier.com/locate/jde

Existence of geometric ergodic periodic measures of
stochastic differential equations

Chunrong Feng*, Huaizhong Zhao ***, Johnny Zhong

& Department of Mathematical Sciences, Durham University, DHI 3LE, UK
b Research Centre for Mathematics and Interdisciplinary Sciences, Shandong University, 266237, China
¢ Department of Mathematical Sciences, Loughborough University, LE11 3TU, UK

Received 25 June 2019; accepted 7 February 2023

Abstract

Periodic measures are the time-periodic counterpart to invariant measures for dynamical systems and can
be used to characterise the long-term periodic behaviour of stochastic systems. This paper gives sufficient
conditions for the existence, uniqueness and geometric convergence of a periodic measure for time-periodic
Markovian processes on a locally compact metric space in great generality. In particular, we apply these
results in the context of time-periodic weakly dissipative stochastic differential equations, gradient stochas-
tic differential equations as well as Langevin equations. We will establish the Fokker-Planck equation that
the density of the periodic measure sufficiently and necessarily satisfies. Applications to physical problems
shall be discussed with specific examples.
© 2023 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

In existing literature, there are a vast number of results concerning asymptotic behaviour of
both deterministic and stochastic autonomous systems. In particular, there are many powerful
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results on the existence and uniqueness of a limiting invariant measure of time-homogeneous
Markovian systems of both finite and infinite dimensions ([8,45,50,43,24,20,47,42,46]). While
limiting invariant measure captures the idea that the system “settles” towards an equilibrium, it
does not accommodate for systems that are asymptotically periodic. Needless to say, the (asymp-
totic) periodic solution is natural to study and a central branch within the theory of dynamical
systems. However, due to the delicate nature of combining periodicity and randomness, there
is still a gap in literature for asymptotic random periodic behaviour of stochastic systems. Fill-
ing this gap, in [13], the authors defined rigorously periodic measures which play the role as the
time-periodic counterpart of invariant measures. In particular, periodic measures can characterise
asymptotic periodic behaviour for stochastic systems. See also [10,12] for some discussions.

As with invariant measures, periodic measures have both theoretical and practical applications
to physical sciences. In this paper, we establish explicit criteria for the uniqueness and geometric
convergence of a periodic measure for time-periodic Markovian processes applicable to a great
general setting. Our results apply to “periodically forced” stochastic systems which have a range
of applications. We refer readers to [31,57] and references therein for examples from biology and
physics. A notable example includes the overdamped Duffing Oscillator which has been used to
model climate dynamics [49,4] to portray the physical phenomena of stochastic resonance. The
stochastic resonance model introduced in [4] offered a reasonable physical explanation about
the peak observed in the power spectrum of paleoclimatic variations in the last 700,000 years
at a periodicity of around 107 years. This is in complementary with smaller peaks at periods of
2 x 10* and 4 x 10? years. The major peak represents dramatic climate change to a temperature
change of 10 K in Kelvin scale. Except for the dramatic changes, temperature seems to oscillate
around fixed values. This phenomenon was suggested to be related to variations in the earth’s
orbital parameter which also has a similar periodic pattern of changes [48,25]. Such studies were
able to reproduce smaller peaks, but failed to explain the 10°-year cycle major peak. In physics
literature, the theory of stochastic resonance for stochastic periodically forced double well po-
tential provides a mathematical model of the transitions between the two equilibria interpreted
as climates of the ice age and interglacial period respectively [4,49]. Periodic forcing corre-
sponds to the annual mean variation in insolation due to changes in ellipticity of the earth’s orbit,
while noise stimulates the global effect of relatively short-term fluctuations in the atmospheric
and oceanic circulations on the long-term temperature behaviour. The transition is driven by the
noise in the system and happens more likely when one of the well is at or near the highest posi-
tion and the other one is at the lowest position due to the periodicity. This striking phenomenon
is intuitively correct and agrees with the reality. It is noted that stochastic resonance occurs for
the right set of parameters in the stochastic periodic double well model, suggested by numeri-
cal simulations [18,44,1,6]. The concepts of periodic measures and ergodicity ([13]) provide a
rigorous framework and new insight for understanding such physical phenomena.

We will establish the existence and geometric ergodicity of periodic measures for weakly dis-
sipative periodic stochastic differential equations, including the double well problem mentioned
above as an example. The periodic measures give a rigorous description of the equilibria ob-
served by physicists and the geometric ergodicity gives the convergence to and the uniqueness of
the periodic measures. The uniqueness is significant in explaining the transition between the two
wells as otherwise there should be two periodic measures instead of one. However, the current
result does not give the estimate of transition time of 10° years. We studied this problem in [14]
where we derived and analysed the Kramers’ equation ([33]) satisfied by the expected exit time.
Here the Kramers’ equation is a parabolic PDE with periodic coefficients while it is an elliptic
PDE in the classical case. For autonomous systems with small noise, study by the large devia-
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tion theory ([17]) suggests transition would occur at an exponential long time ([16,26]). In our
problem, the noise is not necessarily small.

In [56], the authors gave a rigorous definition of random periodic solutions, objects which can
be interpreted as the periodic counterpart of stationary solutions. Just as there is an “equivalence”
(possibly on an enlarged probability space) between invariant measures and stationary processes
([2,51]), the analogous equivalence between random periodic solution and periodic measures has
been proved in [13]. Specifically, by sampling the random periodic solution, one can construct
a periodic measure. The existence of a random periodic path was shown for semilinear SDEs
in [15] and [12]. Numerical approximations of random periodic paths of SDEs were studied
in [10]. In the case of Markovian random dynamical systems, the equivalence of ergodicity of
periodic measure with the pure imaginary simple eigenvalues of the infinitesimal generator of
the semigroup was established in [13].

In this paper, we establish the existence and uniqueness of a limiting periodic measure for
time-periodic Markov processes on locally compact metric spaces. Moreover, we are interested
in the geometric convergence. The underlying approach leads to the results for SDEs with weakly
dissipative drifts by the means of a Lyapunov function and utilising the coupling method [37,55,
47,45,46] of Markov chains. Then, inspired by techniques from [43,8,7,28], we give generally
verifiable results in which time-periodic weakly dissipative SDEs, gradient SDEs and Langevin
equations possess a unique (geometric) periodic measure. Coefficients of these equations are
generally non-Lipschitz.

Some of the technical ideas in this paper are motivated also by the Lyapunov function and
discrete Markov chain method in [27]. They studied periodic stochastic differential equations
with Lipschitz coefficients and invariant measures of the grid process on multiple integrals of
the period. Since periodic measures were defined some years later after [27], the authors were
not aware of periodic measures and their ergodicity in [13], hence were not able to obtain the
uniqueness of periodic measures. An invariant measure can be obtained by lifting the periodic
measure on a cylinder and considering its average over one period. We would like to remark
that in this paper, we require the diffusion coefficient to be non-degenerate. We believe this is a
technical requirement which can be relaxed by a locally non-degenerate condition or Hérman-
der’s condition. But the non-degenerate case studied in this paper is already applicable in many
physical problems such as the stochastic periodic double well potential problem. We note the
objective of this current work is to introduce the main ingredients and techniques to attain the
existence and uniqueness of periodic measures rather than being the most general results. We
leave the refinement of this paper in this direction to a later publication. Note that the diffusion
of Langevin equation we investigate is degenerate, but satisfies Hormander’s condition together
with the drift of vector fields.

We expect our approach to apply to SPDEs. Our expectation derives from the existing liter-
ature where invariant measures for SPDEs was attained via a coupling method that is similar to
ours in spirit. For instance, in [41,9,35,34], the respective authors utilised the coupling method to
attain an invariant measure for the 2D SNS (two-dimensional stochastic Navier-Stokes equation).
In fact, it is shown that the convergence of invariant measure for the 2D SNS equation is geo-
metric in [22]. Other examples include [20] for a class of degenerate parabolic SPDEs including
the complex Ginzburg-Landau equation and [4 1] for dissipative SPDEs. We refer readers to [42]
where key aspects to attain invariant measures via the coupling method in the infinite dimensional
setting was discussed.
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In the final section, we prove the Fokker-Planck equation for the density of a periodic mea-
sure. We give explicitly a formula for this density for periodically forced Ornstein-Uhlenbeck
processes.

2. Preliminaries

We recall some basic definitions, notation and standard results of Markovian processes on
locally compact separable metric space (E,5) where B is the natural Borel o-algebra and
time indices T = N :={0, 1, ..,} or R™. By convention, when T = N, the Markov process
is referred as a Markov chain. The objective of this section is to state important results from
time-homogeneous Markov chain that would be crucial in proving vital results for T-periodic
Markovian systems.

Let P: T x T x E x B— [0, 1] be a two-parameter Markov transition kernel. It satisfies

(i) P(s,t,x,") is a probability measure on (E, B) forall s <z and all x € E.
(ii) P(s,t,-, B) is a B-measurable function forall s <z and I" € B.
(iii) (Chapman-Kolmogorov) For all s <r <t, one has

P(s,t,x,F):/P(s,r,x,dy)P(r,t,y,F), xeE, T eB.
E

@iv) P(s,s,x,B)=1p(x)forallseT,x € Eand T € 5.

For s < t, define linear operators P(s,t) acting on Bj(E), the space of bounded measurable
functions by

P(s,t)f(x)= / fOWP(s,t,x,dy), [feBy(E),x€kE.
E

We say that P(-, ) is Feller if for all s <t, P(s,t) f € Cp(E) when f € Cp(E) and strong Feller
if P(s,t)f € Cp(E) when f € B,(E). For s < t, we define adjoint operator P*(s, t) acting on
P(E), the space of probability measures on (E, B) by

(P*(s,t)u) (F):/P(s,t,x,r)u(dx), uwePE),T eB.
E

It is well-known that P (s, ) and P*(s,t) forms a two-parameter semigroup on B, (E) and
P(E) respectively and satisfies P(s,t) = P(s,r)P(r,t) and P*(s,t) = P*(r,t) P*(s,r). On
P(E), we endow the total variation norm defined by

lw1 — w2llpy = sup |1 () — w2 (M|, w1, u2 € P(E).
reB

It is easy to show that P*(s, 1) : (P(E), ||-lltv) = (P(E), |I-|lrv) has operator norm || P*(s, t)||
= 1. While many of the convergence results presented here holds in other norms than the total
variation norm (such as f-norms). For clarity and simplicity, we shall only consider convergence
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in the total variation norm. Some results only require weak convergence of measures. Hence we
occasionally consider u € P(E) as a linear functional on C,(E) by

u(f):/f(x),u(dx), f € Cp(E).
E

And we say u, v € P(E) are equal if u(f) =v(f) for all f € Cp(E). It is easy to show that
P*(s,)n(f) =u(P(s, 1) f) for u e P(E), f € Cp(E) and s <.

We give the definition of a time-periodic Markov transition kernel. We also introduce the
stronger definition of minimal time-periodic. Note that time-periodic Markov kernels depend on
initial and terminal time.

Definition 2.1. The two-parameter Markov transition kernel P(-, -, -, -) is said to be T -periodic
for some T > 0 if

P(s,t,x,)=P(s+T,t+T,x,.), forallxeE,s<t. 2.1
Moreover, we say P(-, -, -, -) is minimal T-periodic if for every § € (0, T)NT

P(s,t,x,)#P(s+65,t+6,x,-), forallxeE,s<t. 2.2)
And we say P(, -, -, -) is time-homogeneous if

P(s,t,x,)=P@O,t—s,x,-), forallxe E,s <t.

The definition of T -periodic should be clear and intuitive. Observe that minimal 7'-periodic
assumption is stronger. It rules out the possibility of being time-homogeneous and enforces non-
trivial period for every state. Equation (2.1) on the other hand allows states to have trivial period.
This implies results of this paper assuming T-periodic P recovers results for the usual time-
homogeneous case.

As a convention, we denote by P (t) for the time-homogeneous Markov semigroup and P*(¢)
for its adjoint depending only on the elapsed time 0 <t € T. Specifically for T = N, we denote
P := P(1) and P*:= P*(1) for the “one-step” semigroup and adjoint semigroup respectively.
We now define our central objects of study characterising stationary and periodic behaviour.

Definition 2.2. A probability measure 7 € P(E) is called an invariant (probability) measure with
respect to P(s,t) if

P*(s,t)r=n foralls <t.

When P is time-homogeneous, 7 satisfies P*(¢)m = for all # > 0. In particular, when T =N,
7 needs only to satisfy the one-step relation P*rw = 7.

Invariant measures have been well-studied for many decades in many general settings. For
example time-homogeneous Markov chains on finite dimensional state space [45,50,47], and
Markov processes on finite state space [54,50], on infinite dimensional state spaces [8]. On the
other hand, the formulation of periodic measure below is new and was first formally defined [13].
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Definition 2.3. A measure-valued function p : T — P(E) is called a T-periodic (probability)
measure with respect to P(-,-) ifforall0 <s <t

Ps+T = Ps, Pt = P*(s, 1) ps.

Note that periodic measures are invariant measures when the period is trivial. We shall give
sufficient conditions to ensure the periodic measure has a minimal positive period. In classic liter-
ature, see [8,24,45,47,54,50] for instance, appropriate assumptions yield asymptotic convergence
of the Markov kernel towards a unique invariant measure. However, these classical asymptotic
results seem to have neglected the possibility of asymptotically periodic behaviour. While con-
ceptually simple, it seems that asymptotic periodic behaviour was first formally pointed by Feng
and Zhao in [13] and formalised under the definition of periodic measures. Nonetheless, these
limiting invariant measures results can still be utilised for time-periodic Markovian system.
We end this section by quoting without proof two now-classical results for time-homogeneous
Markov chain result taken as special cases from [45,47]. To state the results, we require the
following definitions.

Definition 2.4. Let P be a one-step time-homogeneous Markov transition kernel. We say that P
satisfies the “minorisation” or “local Doeblin” condition if there exists a non-empty measurable
set K € B, constant 1 € (0, 1] and a probability measure ¢ such that

P(x,)>ne(), xeKk. 2.3)

Definition 2.5. A function V : T x E — R™ is norm-like (or coercive) if V (s, x) — oo as ||x|| —
oo for every fixed s € T i.e. the level-sets {x € E|V (s, x) < r} are pre-compact for each r > 0.

Lemma 2.6. (Theorem 4.6 [45]) Let P be a one-step time-homogeneous Markov transition ker-
nel and assume there exists a norm-like function U : E — R™, a compact set K € B and € >0
such that

PU—-U<—-€ onK°, 2.4)
PU <00 onKk. 2.5

Then there exists a unique invariant measure w with respect to P. Moreover if P satisfies the
local Doeblin condition (2.3) then the invariant measure is limiting i.e. for any x € E,

|P"(x,)—m|ry =0, asn— oo.

In literature, conditions (2.4) and (2.5) are typically referred as the Foster-Lyapunov drift
criteria and have the interpretation that the process moves inwards on average when outside the
compact set. And U is referred as (Foster-)Lyapunov function. Lemma 2.6 is a qualitative result
and does not give any rate of convergence. The following result from [45,47] gives sufficient
condition for a time-homogeneous Markov chain to possess a unique invariant measure that
converges geometrically.
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Lemma 2.7. (Theorem 6.3 [45], Theorem 15.0.1 [47]) Let P be a one-step time-homogeneous
Markovian transition kernel satisfying (2.3). Assume there exists a norm-like function U : E —
R, a €(0,1) and B > 0 such that

PU <aU+pB onkE. (2.6)

Then there exists a unique geometric invariant measure © € P(E) i.e. there exist constants 0 <
R <ocoandr € (0, 1) such that
<RUX)+1r", xe€eE,neN.

”Pn(x’ ) _””TV

3. Periodic measures for time-periodic Markovian systems

The aim of this section is to give new results to establish the existence, uniqueness and con-
vergence of a periodic measure in the general setting of time-periodic Markovian systems on a
locally compact metric space E. We will give sufficient conditions in which a periodic measure
to have a minimal positive period (hence not an invariant measure) for T-periodic Markov pro-
cesses on Euclidean space. We start with the following basic existence and uniqueness lemma.

Lemma 3.1. Let P(-, -, -, ) be a two-parameter T -periodic Markov transition kernel. Assume
for some fixed s, € T there exists invariant measure ps, with respect to the one-step Markov
transition kernel P (s, Sy + T). Then there exists a T -periodic measure p with respect to P(-, -).
If ps, is unique then p is also unique.

Proof. Given py,_, define the following measures

ps = P*(sy, $)Ps,s 8> Sy 3.1

Extend py by periodicity for s < s,. Then it is clear that p : T — P(E) and is easy to show
that p is a periodic measure with respect to P (-, -). Now suppose that p, is the unique invariant
measure with respect to P (s, s« + T), we prove p is also unique. Suppose there are two T -
periodic measures p' = (,oé)Y o for i = 1,2 with respect to P(-,-). By definition of periodic
measures, ,0§ satisfies ,o‘é = P* (s, s),og* for s > s, hence by the linearity of P*

12 ! 2 12
los = psliTy = I1P*(sx, ) (05, — ps )TV < I1P* (55, )l oy, — o5, TV

The result follows by the assumption of uniqueness i.e. ,osl* = ,osz*. O

Note that, by definition, an invariant measure is always a periodic measure with a trivial
period. For applications, we expect it is important to distinguish periodic measures of minimal
positive period and those of a trivial period. However, it is not immediate whether the periodic
measure constructed in Lemma 3.1 has a trivial period. The distinction can be subtle as SDE with
periodic coefficients does not immediately yield a periodic measure with a non-trivial period. For
example, let W; be a one-dimensional Brownian motion and § is a continuously differentiable
T -periodic function and consider the following SDE

dX,=(—aX} + S(")X,)dt + cdW,, a>0,0#0.
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The results from Section 4 of this paper yield the existence and uniqueness of a periodic measure
with a minimal positive period. On the other hand, the same SDE with multiplicative linear noise,

dX, = (—aX} + SO X,)dt + X, dW,, a>0,

has §p (Dirac mass at the origin) as an invariant measure which is also a periodic measure
with a trivial period of the system. In fact, for time-homogeneous Markovian systems in gen-
eral, the time-average of a periodic measure always yields an invariant measure. This is known
for Markovian cocycles in the general framework of random dynamical systems (RDS); formal
statements and proof can be found in [13]. This means that T-periodic measures and invariant
measures coexist for time-homogeneous Markovian systems. However, for time-inhomogeneous
and specifically time-periodic Markovian systems, invariant measures and periodic measures can
be mutually exclusive. Should the measures be mutually exclusive, this has the important impli-
cation that the long term behaviour is characterised by strictly periodic behaviour.

We make the following trivial but important observation. If (X;),cT is a T -periodic Markov
process, then (Z3),cN := (Xs447)neN 1S a time-homogeneous Markov chain. This enables the
usage of classical time-homogeneous Markov chain theory that is already well-established. Be-
yond the theoretical advantage, this observation is practically important in applications.

We can now discuss ergodicity of time-periodic Markovian systems. Classically, an ergodic
(time-homogeneous) Markov process has the property that the Markov transition kernel con-
verges to an invariant measure as time tends to infinity. In this sense, the invariant measure
characterises the long-time behaviour of the system. On the other hand, periodic measure (with
a minimal positive period) cannot be limiting in the same way because the periodic measure
evolves over time. However, it is possible that the Markov transition kernel can converge along
integral multiples for T-periodic Markovian processes. This captures the idea that the periodic
measure describes long-time periodic behaviour of the system. This shall be apparent and rigor-
ously written in the forthcoming theorem. We remark also that the forthcoming theorem can be
regarded as the time-periodic generalisation of Lemma 2.6.

Theorem 3.2. Let P be a T -periodic Markov transition kernel and Feller. Assume there exists
sx € T, norm-like function Uy, : E — R, a non-empty compact set K € B, € > 0, n,, € (0, 1],
¢s, € P(E) such that

P(sy, 55+ T)Us, —Us, <—€ on K€, (3.2)
P(s4, 85+ T)Us, <00 onK, 3.3)
P(S*,S*-l-T,x,')zns*%*('), xek, (3.4)

i.e. (2.3), (2.4) and (2.5) are satisfied for P (s, s« + T). Then there exists a unique T -periodic
measure p that satisfies all the convergences below.

(i) Forany fixedx € E ands € T

|P(s,s +nT,x,:)— psllrv = 0, asn— oo. 3.5)
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(ii) For any fixed x € E and s € T, the following “moving” convergence holds,

lPCs,t,x,-) = pellpy =0, ast— oo. (3.6)

(iii) Allowing for negative initial time, for any fixed x € E, s,t € T, the following pullback
convergence holds

|P(s —nT,t,x,-) —pillyy =0 asn— oo. 3.7
Proof. Since P(s,s + T,-,-) is a one-step time-homogeneous Markov kernel for all s € T,
by Lemma 2.6, there exists a unique p;, € P(E) with respect to P(sy, s« + 7). Moreover by
Lemma 3.1, there exists a unique periodic measure p. To show the convergences, we need to

prove that P(s,s + T) satisfies (2.3), (2.4) and (2.5) for all s € T. By T -periodicity of P and the
semigroup properties of P, observe that

P(s,s)P(Sx,8++T)=P(s,5:) P, S+ T)P(s+T,5.+T)=P(s,s +T)P(s,5%), §=54.
Hence applying P (s, sx) to both sides of (3.2) yields

P(s,s + T)P(s,s)Us, — P(s,5:)Us, < —€, onK°.
i.e. Ug := P(s, s4)Us, satisfies (2.4) with respect to P (s, s + 7). Analogously, U; satisfies (2.5).
It is easy to verify that Uy > 0. We extend U; for all s € T by periodicity. We claim that for any

5> Sy, s 1= 15, € (0, 1] and @5 1= P*(s4, 5)@s, € P(E) satisfies

P(s,s+T,x,-) =ns05(-), x€K. (3.3)

i.e. P(s,s + T) satisfies (2.3). Should this not be the case, then there exists some x € K and
I € Bsuchthat P(s,s + T, x,I") < nses(I"). Then

P(se,)P(s,s +T,x,I)=P(s4, 5+ T,x, ") < nsps (1),

by applying P (sx, s) to both sides and Chapman-Kolmogorov equation. However by assumption
(3.4),
Ns@s(L) > P(s, s +T,x,T)
=P sy +T,s+T)P(ss, 54+ T,x,T)
= Ny P*(S*’ 5)@s, I,

which is a contradiction. We again extend by periodicity for all s € T. Thus, the assumptions of
Lemma 2.6 are satisfied to deduce (3.5) for all s € T. Observe that for t > s + nT,

”P(svt»-xa')_pfnTV = ||P*(S+nTa t)P(S,s—i—nT,x,-)—P*(s—i—nT, t)ps+nT||TV
=P*(s+nT,t)P(s,s +nT,x,-) — P*(s +nT,t)ps|Tv
<I|P(s,s +nT,x,-) = pslirv.
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Hence (3.6) follows by (3.5), by taking + — oo followed by n — oo. Using (3.5), convergence
(3.7) holds due to

P(s—nT, t,x,)=P(s,t +nT,x,)=P*(s+nT,t +nT)P(s,s +nT,x,-)
= P*@s,t)P(s,s +nT,x,). O

We elaborate on the convergences given in Theorem 3.2. The first convergence (3.5) is clear
where the convergence is along integral multiples of the period towards a fixed measure. That
is, ergodicity of the grid chain. Convergence (3.6) extends (3.5) by allowing the convergence to
be taken continuously in time. Observe that equation (3.6) captures the idea that long-term be-
haviour is characterised by the periodic measure. Note that this convergence is towards a “moving
target” as the periodic measure evolves over time. It is typical in the theory of non-autonomous
dynamical systems [32] and RDS (random dynamical systems) [5] to study “pullback” conver-
gence. This is convergence where one takes initial time further and further back in time rather
than the forward time. The advantage is that the convergence will be to a fixed target rather than
a moving one. This is the content of convergence (3.7). In general, (forward) convergence and
pullback convergence do not coincide (see [32,5] for examples). In this T -periodic case, we see
that the convergences coincide.

Assuming we have a stochastic Lyapunov function for a T-periodic Markovian kernel, The-
orem 3.2 gives a limiting periodic measure provided the local Doeblin condition (3.4). The
following two results give sufficient conditions in which (3.4) holds. We denote for convenience
M(E) to be the space of measures on (E, B).

Proposition 3.3. Let P be a T -periodic Markov transition kernel and assume there exists some
s« € T, anon-empty set K € B, € > 0and A € M(E) such that A(K) > 0, P(s,t, x, -) possesses
a density p(s,t,x,y) with respect to A and

inf p(sg,s«+T,x,y)>0. 3.9)
x,yeK

Then the local Doeblin condition (3.4) of Theorem 3.2 holds.

Proof. By assumption that A(K) > 0,

n:=f inf p(se, s+ T, x, V)A(dy)
xekK
E

2/ inf p(ss, s+ 7T,x,y)A(dy)
xekK
K

> inf p(ss, s+ + T, x, y)A(K)
x,yekK

> 0.

Clearly, n € (0, 1]. Define for any I" € 5,
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L[
o) = —/ inf p(se, s+ T,x,y)A(dy).
n xek
r

It is easy to verify that ¢ € P(E) and forany x € K and any I" € B

P(s*,s*+T,x,r>=/p(s*,s*+r,x,y>A<dy>
T

z/ inf p(s, 56+ T,x, y)A(dy)
xekK
r

=ne().

Thereby (3.4) holds with constant 1 and probability measure ¢. O

In practice, assumption (3.9) in Proposition 3.3 can be difficult to verify as well as being
stronger than required. By assuming the Markov transition kernel possesses a continuous density,
we can relax (3.9). For the forthcoming theorem, we define MT(E) = {u € M(E)|u(T) >
0, non-empty open I' € B}. We will make explicit use of the metric d on (E, B) and define

B, (x) :=={y € E|d(x,y) < r} to be the open ball of radius » > 0 centred at x € E.

Theorem 3.4. Let P be a T-periodic Markov transition kernel and assume there exist some
sx« € T, a non-empty compact set K € B, 0 <r <T and A € M (E) such that P(s,t,x,")
possesses a (local) density p(s,t,x,y) with respect to A and is jointly continuous on K x K.

Assume further that for any non-empty open set I'1,I'> C K and x € K
P(sy,56+1r,x, 1) >0, P(ss+r,s«+T,x,I2)>0.
Then the local Doeblin condition (3.4) of Theorem 3.2 holds.
Proof. Fix any y’ € K, by (3.10), then for any non-empty open set I' C K,
P(sy +r5:+T,y,T)>0.
By the existence of a density, there exists z' € I such that
pstr s+ T,y,2) > 2e,

for some € > 0. Joint continuity assumption implies there exist r1, r» > 0 such that

pGsx+rss+T,y,2)>¢€, forallye B, (y)CK,z€B,,(Z)CK.

Hence for any I' € B and y € B, (),
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P(s+rs«+T,y, )= / pGsx+rs«+T,y,2)A(d2)
r

> / plss+7,5:+T,y,2)A(d2)

FmBrz @)

> eA(' N B, (2)).
By (3.10), we have
P(sy, 8% +71,x, By () >0, forallxeKk.

As p(sg, s« + r,x,y) is a continuous function of x, by dominated convergence theorem,
P (s, s« +r,x,T) is also continuous function of x. Hence, the compactness of K yields

inf P(s4, 8% +7,%, B (Y) >/,
xekK

for some y’ > 0. In particular,

1
inf P (s, X, B, () >y :=minly’, ——}.
ceK (S* Sx + 1, X r (y )) zZY {y €A(Br2(z/)) }

Putting them together via Chapman-Kolmogorov equation, we have for any x € K and I" € B3,

P(s*,s*+T,x,F)=/P(s*+r,s*+T,y,F)p(s*,s*+r,x,y)A(dy)
E
> / P(sx+r,5:+T,y, 1) plsy, sx +1,x, y) A(dy)

Brl (_V,)
>eA(T'N B, (Z)) f P(Sg, S5 +1,x, Y)A(dy)
Brl (,"'/)
=eA(I'N Brz(Z/))P(S*s Sy + 1, X, Br1 (y/))
> ey A(T'N B, (2)).

Thus, the probability measure

L ACNBLE)
YO = TN BL @)

3

and the constant 7 = ey A(B,,(z")) € (0, 1] collectively satisfy the local Doeblin condition
(3.4). O

Remark 3.5. Note that in Theorem 3.4, if E is a locally compact metrisable topological group,
then any Haar measure A (for which a local density exists and is jointly continuous) will suffice.
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Similar to Theorem 3.2, we end this section with a theorem for the existence and unique-
ness of a geometric periodic measure. Observe in the theorem that the geometric convergence
intrinsically depends on the initial time and state. This is akin to the autonomous case where the
convergence depends on initial state.

Theorem 3.6. Let P be a T -periodic Markov transition kernel and assume there exists s, € T, a
norm-like function Uy, : E — R™, a non-empty compact set K € B, € > 0 such that P (s, sx +
T) satisfies the local Doeblin condition (3.4) and there exist constants @ € (0,1) and 8 > 0
satisfying

P(sy, s+ +T)Us, <aUs, +B, onkE. (3.11)

Then there exists a unique geometric periodic measure p. Specifically, there exists a norm-like
function V : T x E — R constants Ry < 0o and rs € (0, 1) such that the following all holds:

(i) Forany s € T and x € E, we have
IP(s,s +nT,x,-) = psllyy < Rs(V(s,x)+ Drf, neN. (3.12)

(ii) Foranys <t, x € E, we have
n t—s
1PCs,t,x,) = pellpy < Rs(V(s,x)+Dry, N>on< LTJ'
(iii) Allowing for negative initial time, for any s <t, x € E, we have

t—s
[P(s —nT,t,x,) = pllry S Rs(V(s,x)+Dry, Nsn< LTJ-

(iv) The periodic measure is uniformly geometric convergence over initial time i.e. there exist
constants R > 0,r € (0, 1) and a norm-like function V : E — R such that

|P(s,s +nT,x,)— psllyy < R(V(x)+ Dr", forallx e RY seT,neN. (3.13)
Proof. Define V (s, x) := P(s, s+)Us, (x) for all s < s, and extend by periodicity for all s € T.
Then analogous to Theorem 3.2, the function V (s, -) satisfies (2.6) with respect to P(s,s + 7).
Likewise from Theorem 3.2, the local Doeblin condition holds. Then (3.12) holds immediately

by Lemma 2.7. To see the uniform convergence (3.13), first consider (3.12) when s = 0, i.e. there
exists Ry > 0,rg € (0, 1),

[PO,nT,x,-) = po()llzy < Ro(1 +V(x))rg.
For any s € [0, T'], note that

”P(S’nTvxa ) - pO()”TV
=||P*(T.nT)P(s.T.x.") — po()| 7
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_ /(P(T,nT,y,~)—,00(~))P(s,T,x,dy)
E TV

= f (PO, (n—=DT,y,) = po(Dllry P(s, T, x,dy)
E
Ry 0
= o /(1 + V)P, T, x,dy)rg. (3.14)
E

Note p; = P*(0, s)po and
P(s,s +nT,x,-)=P*(nT,s +nT)P(s,nT,x,-) = P*0,s)P(s,nT, x,-).

Thus,

NPCs,s+nT,x,)— ps Ty
=||P*(0.5)P(s.nT,x,-) = P*(0,8)po]
<[P ©0,9)| I1P(s,nT, x,-) = pollrv (3.15)

Then (3.13) follows from (3.14), (3.15) and (3.11) for s € [0, T]. The case for other s € R follows
from periodicity. O

4. Time-periodic stochastic differential equations
4.1. Limiting periodic measures

Using the developed theory from Section 3, we apply the results specifically in the context
of T-periodic SDEs evolving on Euclidean state space. In this subsection, we are particularly
interested in results that can be verified to possess a limiting periodic measure. We will study
the T -periodic SDEs with white noises as its source of randomness. We note however that The-
orem 3.2 can accommodate other types of noise. For instance, Hopfner and Locherbach [27]
studied at a periodically forced Ornstein-Uhlenbeck process under the influence of Lévy noise.
Generalising to Lévy noise would be an area of future works and foresee applications to time-
periodic financial models with jumps.

We fix some nomenclature and notation. Non-autonomous refers to SDEs with coefficients
depending explicitly on time. We always denote by (R¢, B(R?)) the Euclidean space where
B(R?) denote the standard Borel o-algebra on R? and let (-, -) and ||-|| to denote the standard
inner-product and norm on R?. Then we can define B, (y):={xe ]Rd| lx — y|| < r} for the open
ball of radius r > 0 centred at y. And denote for convenience B, := B, (0). On ]Rd, we re-use A
as the Lebesgue measure. We let G L(R9) denote the space of invertible d x d matrices and let

Ly(R¥*4) = {0 € R¥4|||o||» < oo} where |02 = /Tr(caT) = 1/2?{]-:1 al%. as the standard

Frobenius norm.
We let C12(RT x R¥) denote the space of functions which are continuously differentiable in
the first variable and twice differentiable in the spatial variables and C;°(B,) denote the space
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of bounded infinitely differentiable real-valued functions on B,. Functions b : Rt x R? — R?
and 0 : Rt x R? — R4*? are said to be locally Lipschitz if for any compact set K C B(R?)
there exist constants L = L(K) and M = M (K) such that ||b(¢,x) — b(¢, y)|| < L ||x — y|| and
lo(t,x) —o(t,y)ll, < M|x —yl|, for x,y € K. They are (globally) Lipschitz if K = E. We
say that o has linear growth if there exists a constant C > 0 such that

lo@. 03 <CA+x?). reR" xeR’ @.1)
We say o has bounded inverse if

o™ oo := sup ot x) 2 < o0 4.2)
(t,x)eR*T xR4

. . ler
For tuple « = (ag, 1, ..., q) € N9+1 define the partial derivatives 0 = —Baoaﬁf 57 where |o| =
t X1 Xd

> ;. We say that the functions b : R x R? — R? and o : R? — R?*? are locally smooth
and bounded if for all n € N

and
b(t,x) + 3%b(t,x) bounded on RT x B,, o« € N*t! |o| =d. 4.4)

Note that (4.3) and (4.4) imply the respective functions are locally Lipschitz. Whenever we as-
sume (4.3), we always demand that o is a function of spatial variables only.
We study Markov processes X; = X;** satisfying T-periodic SDEs of the form

dXt :b(t, X[)dt +G(t, X[)th,

X ox 4.5)

Here x € R4, T > 0 and functions » € C(RT x R, R9) and o € C(Rt x RY, GL(RY)) are both
T -periodic i.e.

b(t,)=bt+T,), and o(t,)=0c(@+T,-),

and W; is a d-dimensional Brownian motion on the probability space (€2, F, IP). The infinitesi-
mal generator of (4.5), £ given by

d

d
Lf(t,x)= B,f(t,x)—I—Zbi(t,x)a,-f(t,x)—i-% > (oo—T)ij (t.x)0% f(t.x)

i=1 i,j=1
=0, ft, X))+ LD f(t,x), [feCL?RT xRY. (4.6)

We used the short hand notation P** and [E5* for the associated probability measure and expec-
tation respectively for the process starting at (s, x) € R* x R¢. When a unique solution exists,
one can define the Markov transition kernel
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P(s,t,x,0):=P**(X,el), s<t, IeB. .7

Here we say that a unique solution exists implies that the Markov process X; is regular i.e. for
any (s, x) e Rt x RY,

P {r =00} =1, (4.8)

where

t:= lim t,, 7t,:=inf{||X;||>n}, neN.
n—oo t>s

Using Proposition 3.3 and Theorem 3.4, we give sufficient conditions in which the T'-periodic
Markov kernel P(s,s+ T, -, -) of an SDE satisfies the local Doeblin condition (3.8). Specifically,
we sufficiently show (local) irreducibility and existence of a jointly continuous density with
respect to the Lebesgue measure A (a Haar measure on the R, see Remark 3.5). It is possible to
show both properties simultaneously. For instance, heat kernel estimates such as the classical one
by Aronson [3] sufficiently imply the Proposition 3.3 for non-autonomous SDEs with bounded
drift and non-degenerate bounded diffusion.

Relaxing the non-degeneracy and boundedness assumption of [3], it is well-known that au-
tonomous SDEs satisfying (4.8) and Hérmander’s condition possesses a smooth density (globally
with respect to A) for the Markov transition kernel [38,29,53]. However it is generally insuffi-
cient to yield irreducibility i.e. Hormander’s condition does not imply the process can reach any
given non-empty open set with positive probability. We refer readers to Remark 2.2 of [21] for a
counterexample. This suggests some degree of non-degeneracy is required to imply irreducibility.
We emphasise that in existing literature, Hormander’s condition is often applied for autonomous
SDEs with relatively few existing results for the non-autonomous case. Observe also that The-
orem 3.4 requires density of the transition kernel to exist locally rather than globally. Recent
advances by Hopfner, Locherbach and Thieullen gave the existence of a smooth local density of
non-autonomous SDEs under a time-dependent Hérmander’s condition in [28].

Since the intention of this paper is to introduce main ideas and approach to deduce the ex-
istence and uniqueness of periodic measures, we shall show (global) irreducibility under the
assumption that the diffusion matrix and its inverse are bounded and utilise the results of [28]
for a local density. It will be the subject of future works to generalise the results in the direction
of local time-dependent Hormander’s condition and relaxing the non-degeneracy assumption to
attain a local irreducibility.

Consider the following associated control system to (4.5)

{dz, =@(t)dt +o(t, Z)dW,, t>s, “9)

Zs =x,

for some bounded adapted process ¢ : RT — R<. Inspired by the irreducibility argument of [8],
we have the following lemma:

Lemma 4.1. Assume b and o are locally Lipschitz and moreover o satisfies (4.1) and (4.2).
Assume further that there exists a norm-like function V and constant ¢ > 0 such that
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LV <cV. (4.10)

Let X; = X‘;’x and Z; = Z‘;’x satisfy (4.5) and (4.9) respectively. Then the laws of X; and Z; are
equivalent.

Proof. By Theorem 3.5 of [24], locally Lipschitz coefficients and (4.10) yield that X, exists and

is unique. Since ¢ is a bounded adapted process and o is locally Lipschitz with linear growth, by
Theorem 3.1 of [39], Z; also exists and is unique. Set t, = inf;>{||Z;|| > n}, Z}! = Z,r, and

P"(dw) =P(dw)M},

where
AT, INT,
1
M =exp —E/az(r)dr—/a(r)dW, ,
N N

and a(r) = o~ L, Z)e@r) — b(r, Z,)]. It is clear that «(r) is bounded for s < r < 1,,, hence
Novikov condition is satisfied. Then Girsanov theorem implies

t
VT/," =W, —}—/a(r)dr

N

is a Brownian motion on R¢ under the probability measure P". It is clear that dVT/r” =dW, +
a(r)dr and ¢(t) = o (¢, Z;)a(t) + b(t, Z;) so

tAT, IAT,

Zl=x+ / o(r)dr + / o(r,ZHdw,

N N

t AT, tAT,
=x+ / [o(r, Z)a(r) + b(r, Z) | dr + / o (r, 20 [dW" — a(r)dr]
$ N
tAT, tATy
=x+ / b(r, Z)dr + / o(r, ZMdwW},
S s

i.e. Z' is a solution of (4.5) on (2, F,P"). As the law of the solution does not depend on the
choice of probability space, we have that

P(X"el)=P"(Z'el), T eBRY).

As P and P" are equivalent, the laws of X} and Z} are equivalent. This implies that

P"(t, > 1) =P" ( sup | Z,|| §n> =P ( sup || X, | gn) —1 asn— oo.

S<r=<t S<r=<t
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Define

t t

M, = exp —%/az(r)dr—/a(r)dWr

N N

Then

E[M]>E[M!ir,-n]1=P"(t,>1) > 1 asn— oco.

Moreover, we can prove that P(7, > t) — 1 as n — oo. This suggests from Borel-Cantelli
Lemma that there is a subsequence ny such that t,, — oo almost surely where ny — oo as
k — 00. Thus

M* — M,;, ask— oo

almost surely. Now, by Fatou’s lemma

k— 00

lim E[M*]>E [ lim M,”k} =E[M,],

k— 00
and ]E[Mf"] =1 for each k since Mt"" is a martingale. So E[M,] < 1. Thus, we have that
E[M;] = 1. Now we apply Girsanov theorem [7] to yield that

t
Wtz Wt+fa(r)dr

N

is a Brownian motion on R? under the probability measure P where ﬁ(da)) =Pdw)M,. As
before,

t t t t

Zi=x —|—/(p(r)dr +/c7(r, Z)dW, =x + / b(r, Z,)dr +/U(r, Zr)dWr

s N N N

is a solution to (4.5) on (2, F, @). As the law of the solution does not depend on the choice of
probability space, we have that

P(X,eT)=P(Z, e, T eBRY).
As P and P are equivalent, the laws of X; and Z; are equivalent. O
Theorem 4.2. Consider SDE (4.5) and assume the same conditions as Lemma 4.1. Then the
Markov transition kernel P(s,t,-,-) for s <t < oo is irreducible i.e. P(s,t,x,T) > 0 for all

x € R and non-empty open ' € B(R?).
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Proof. By Lemma 4.1, as P and P are equivalent, it is sufficient to show that for any § > 0 and
x,a € RY that

P(|Z)* —al <8)>0.

We consider the auxiliary system

dY, = Y)d
{ =0t Y)dWy, @.11)
Y, =x.
Since o is locally Lipschitz, then (4.11) has a unique solution Y; satisfying
1
Y,=x+/o(r, Y )dW,. 4.12)

s

Foru €[s,t),R>0andd € R4 all to be chosen later, pick a bounded function f : [u, t] x RY —
R? such that f is Lipschitz and

0 if ||y]l > 2R,
f(”»Y)= a— .
= ifllyl <R

t—u

Define the integral

t
11<y)=y+/f<r, wdr, yeRd.

Observe that if ||y|| < R,

t
1
Il(y)=y+m/(5—y)dr=2i. (4.13)

Set

if r €[s,u),

0
v = {f(r, Y, ifrefu .

Then it is clear that Z}"* =¥, for r € [s, u). Hence, by sample-path continuity of ¥;, Z; can be
represented as an initial-valued SDE in terms of Y, namely

t

t
" =y, +/f(r, Yu)dr—i—/a(r, Z,)dW,.
u

u
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Let I; = 1(Y,) and I, = fut o (r, Z,)dW,. Then Z;"* = I + I,. Choose any fixed @ € R? such
that

~ 0
la —al <.

-3
Suppose the events {I; =a} and {|| I2]| < %} hold then
§,X ~ ~ ~ 2
12, —al=I1—a)+ (2 +a—a)| < |||+ |la—all < 55-
Hence
§,X ~ 6 ~. 8
P(1Z;" —al <8) = P(Iy =aand || || < 5) >P(y=a)-P || > 3) (4.14)

where we used the elementary inequality P(A N B) > P(A) — P(B¢) for any event A, B € F.
Thus the proof is complete provided the right hand side of inequality (4.14) is positive. First it is
easy to prove by I1td’s formula and BDG inequality that Esup, ., ., | X; |> < K for some constant
K. By Chebyshev’s inequality and It&’s isometry, o

t t
) 9 9 9
P <||12|| > 5) < 5—2E[||12||2] = S—ZIE[fna(r, Z)|I*dr] < 5—26/(1 +EZ>)dr.
u u

Hence, one can fix a u € [s, t) such that

1) 1
P (||12|| > 5) =5

Similarly, for the fixed u and any R > 0, from (4.12) we have

S
1 2
PIYull > R) < - BIYaPT = = | v +1E[/||o(r, Y,)dr|’]
u
<2 [||x||2 +C(K + 1)(u— s)z]
) .
Hence one can fix a sufficiently large R > 0 such that
3
IP’(IIYMIISR)ZZ. 4.15)
By (4.13), we have the inclusion {||Y, || < R} C {I; = a}. Hence by (4.15)
~ 3
Py =a)2P(|IYull = R) > rE
The proof is complete by the following inequality for irreducibility
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$,X ~ 8 3
PUZ" —al =8) =P U1 =a)-P I2ll>3)z7—-7=5 O

In the next theorem, we apply Theorem 1 of [28] to attain a smooth density of transition prob-
abilities in extension of classical results by Aronson [3] for parabolic equations with bounded
time-dependent coefficients. We assume that ¢ is time-independent as in [28]. It would be of
future works to study the possible generalisation of Theorem 1 of [28] for T -periodic o .

Theorem 4.3. Consider SDE (4.5) and assume the same conditions as Lemma 4.1. Assume that
(4.3) and (4.4) holds. Assume further that there exists a compact set K € B(R?) such that (3.2)
and (3.3) hold. Then the results of Theorem 3.2 hold.

Proof. The invertibility of o implies linearly independent columns hence our collective assump-
tions satisfy Theorem 1 of [28]. Hence there exists a smooth density p(s, ¢, x, y) with respect to
A. Then using Theorem 4.2, we have that Theorem 3.4 holds. Hence the assumptions of Theo-
rem 3.2 are satisfied. O

4.2. Geometric ergodicity of periodic measures

In the previous section, we studied limiting periodic measures in a qualitative manner. We
extend this for geometrically ergodic periodic measures. That is, the convergence towards the
periodic measure is exponentially fast. We recall the geometric drift condition for SDE.

Definition 4.4. The SDE (4.5) is said to satisfy the geometric drift condition if there exists a
norm-like function V € C1-2(Rt x R4, R1) and constants C > 0 and A > 0 such that

LV<C—-AV onRt xR? (4.16)
where £ is given by (4.6).

Note that if (4.16) is satisfied then the SDE is regular. Specifically, since V > 0 and L[const] =
0, it is easy to see that

LVF1)<C—-AV<C<CV+1),

hence the regularity condition (4.10) is satisfied.

Using the geometric drift condition, we give one of the main results on the existence, unique-
ness and geometric ergodicity of a periodic measure. It is worth noting that if the SDE coefficients
have a trivial period, then the theorem recovers known results of invariant measures. Hence, the
results here presented can be regarded as time-periodic generalisations of such theorems of in-
variant measures for autonomous SDEs.

Theorem 4.5. Assume T -periodic SDE (4.5) coefficients satisfies (4.1), (4.2), (4.3) and (4.4).
Assume further that there exists a T-periodic norm-like V.€ CH2(RT x R, R™) satisfying the
geometric drift condition (4.16). Then Theorem 3.6 follows.
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Proof. By It6’s formula and the regularity of V, one has
d(eMVt, X)) =WV + LV)dt + " (VV,0dW,),

hence by the geometric drift condition

t t
Vit, X)) =e MV (s, Xy) +/e*“f*” AV + LV)dr +/e*“’*’><vv, cdW,)

N s

t
, c ,
S O (1-e70) +/e*W*’><vv, cdW,). (417

N

By (4.8) and the regularity of V, f; e (T (r, X,)VV(r, X,),dW,)ga is a martingale.
Hence

C
ES [V, X)]<e MV, x) + x(l —e My <y (4.18)

Specifically,

C
ES*[V(s+ T, Xsqr)] <e T V(s,x) + —(= e, (4.19)

Define the functions Us(-) := V (s, -) > 0. Since V is T -periodic, we have that (4.19) is equivalent
to

P(s,s +T)Us(x) <e *TU,(x) + %(1 — e (4.20)

That is to say (2.6) is satisfied for each s > 0. Subtracting U, (x) from (4.20) yields

C
P(s,s + T)Us(x) — Us(x) < (1 —e*T) (; - Us<x)> :
Since U; is norm-like assumption, define for € > 0

C €
K = K, here K := e RY|U. <-4 —7.
m s, Wwhere K {x |X(x)_x+1—e—*T}
5€[0.7]

For sufficiently large €, K is non-empty compact set. Since the SDE is regular, the same proof
from Theorem 4.3 implies that Theorem 3.4 holds i.e. P(s,s + T, x, -) satisfies the local Doeblin
condition for each s > 0. Thus the conditions of Theorem 3.6 are met. O

Theorem 4.5 depends crucially on finding a suitable Foster-Lyapunov function V. Dissipative
SDE:s are special cases where the Euclidean norm is a such Foster-Lyapunov function. This has
the advantage that it can be simpler to verify that the geometric drift condition is satisfied. The
definition of dissipativity below coincides with that of Hale [23] when the SDE is deterministic
(0 =0).
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Definition 4.6. SDE (4.5) is weakly dissipative if there exist constants ¢, A > 0 such that

d
2(b(t, x), x) + Z a;j(t,x) <c—Alx|> onRT x R?, 4.21)
ij=1

and dissipative if ¢ = 0.

Corollary 4.7. Assume T -periodic SDE (4.5) coefficients satisfies (4.1), (4.2), (4.3) and (4.4) and
is weakly dissipative. Then Theorem 3.6 holds.

Proof. By Theorem 4.5, it suffices to show V (¢, x) = ||x ||? satisfies the geometric drift condition.
We compute that

d
Lllx[* =2(b(t, ), x) + Y aij(t,x) <c —Alx|?,
i,j=1

i.e. ||x||? satisfies the geometric drift condition. O

Theorem 4.8. Consider T -periodic SDE (4.5) with o satisfying (4.1), (4.2) and (4.3) and drift

2 1
DO shoxk

b(t,x)= : ,

2p 1 k
=1 54 (1)xk

where { p,-}[‘.i:1 € N\{0}, {S,i}f:ll_'.'ﬁp =2 are continuously differentiable T -periodic functions and

constants Sé pio1 < 0. Then Theorem 4.5 holds.

Proof. Clearly b satisfies (4.4). Hence by Corollary 4.7, it suffices to show that the SDE is
weakly dissipative. We compute that

d 2Pi

(b(t,x), x) = Z
i=1k

For each fixed 1 <i <d, ZZP ! S’ x is an even degree polynomial with leading negative coef-
ficient. By assumption, {S’} are all bounded hence, fixing a A € (0, — min; SZp,-—l)’ define the
constants

2pi

~ 2pi ~ 2p;
ci = sup ZSx +Axip’ < 00, ci:=ci+sup)»(xi2—xip’><oo,
xi€R,t€[0,T] _ xieR

then we deduce the SDE is weakly dissipative by
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QU

M&

(b(t,x), x)

( —Axizpi) < Z(c,- —Ax?) =Zci — x> O

i=1 i=1 i=1

As it would be more apparent in the next section of gradient SDEs, Theorem 4.8 has many
physical applications. They model multi-stable systems such as modulated Josephson-junctions
systems, superionic conductors, excited chicken hearts to the dithered ring lasers as well as other
laser systems. We refer to [57] and references therein for further details of these applications.

We give two specific examples of Theorem 4.8. First, we consider periodically forced mean-
reverting Ornstein-Uhlenbeck processes. In this example, we compute the density of the process,
periodic measure and the exponential convergence rate explicitly. While the computations are
straightforward, it appears that the periodic measure and its geometric convergence for this sys-
tem has not been previously noted in literature. The classical Ornstein-Uhlenbeck process is
mean-reverting and has a geometric invariant measure. This contrasts with periodically forced
Ornstein-Uhlenbeck processes which does not have limiting invariant measure. Instead, the sys-
tem has a limiting periodic measure and mean-reverting to a periodic mean. We expect this to be
useful for systems possessing periodic mean reversion due to factors such as seasonality.

Example 4.9. Consider the following multidimensional Ornstein-Uhlenbeck equation
dX;=(St)— AX;)dt +odW;, (4.22)

where A = M~'DM e R¥*“ for some M € GL(R?) and D = diag(A, - - -, Ag) is a diagonal
matrix with positive eigenvalues {)»,1}” 1,0 € GL(RY) and S(t) : Rt —> R be a T -periodic
continuously differentiable function. By applying Itd’s formula on e’4X; or by a variation of
constants formula, we have

t t
X, =e U9y 4 / e~ UIAS(rYdr + / e AW, t>s. (4.23)

N N

Observe that £(¢) := fioo e~ AU S(r)dr satisfies 9, (eA"€) = A" S(r) and is continuous and
T -periodic. Define

t

J(s,1):= / e UTIAS(Ydr = £(1) — e TV (s). (4.24)

N
By the T-periodicity of &, it is clear lim;,_, J (s, ¢) does not converge. Instead, it converges

along integral multiples of the period in the following way: let Id be the identity matrix on R?
and define

£,(s):=J(s,s +nT)=(Id —e "TAE(s), neN.

Then &(s) = lim,,_, » &, (s). We shall see £(s) as the “long term periodic mean”. From (4.23), it
is easy to see that X; is normally distributed. Specifically, we can compute
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ES* (X, =e U4 + J (s, 1).
Since A = M~'DM then e~ ~"4 = M~1e=="D a1 thus denoting N = Mo, component-

wise, we have (e "D NIW,); = e~ (=" Zzzl N,-derk. Hence by independence of Brow-
nian motion and properties of [td’s inner-product, we have

t t
Cij(s, 1) :=E"* /(e_(’_’)DNdWr)i f(e—(’—”DNdW,)j
s N

d t t
= Y NaNjwES* / e M gwk / e Mg wl
kk'=1 g <

1

d
— Z NikNjk]ES’x /ef(l‘fr)()\.iﬁ*)\.j)dr
k=1

N

_ W00 M Dy mimoien).
Ai +Aj

Hence the covariance matrix Cov(X;|X; = x) := IE‘Y'X[X,XIT] - IES"‘[X,]ES'X[XIT] =M-1C,
1)M, where C(s, t) has entries C;; (s, t) as defined above. Thus, denoting A" for the multivariate
normal distribution, the Markov transition kernel of (4.22) is given by

P(s,t,x,) =N (e_(t_s)Ax FT(s.0). M Cs, t)M) o). (4.25)

Since lim;_,, J(s,?) does not converge (for any fixed s), (4.25) does not converge. This
implies there does not exist a limiting invariant measure for this periodically forced Ornstein-
Uhlenbeck process. This contrasts with the classical Ornstein-Uhlenbeck process (when S(¢) =
const), where one often takes  — oo to yield a (unique) limiting invariant measure. On the other
hand, for every fixed s, along integral multiple of the period i.e. t =5 + nT, one has directly
from (4.25)

P(s,s +nT,x,-) =N<e_”TAx +&,(s), M~ 'C(s, s +nT)M> )

— N (86, MTICM) () = p ), (426)
. . . . (MO'O’TMT),']' .
as n — oo where C is the matrix with entries Cj; = —5—". That is to say that the long-
iTAj

time behaviour is characterised by ps for every fixed s > 0. Since £ is T-periodic, p is also
T -periodic. Moreover, it is easy to explicitly verified that p is periodic measure of the system. It
is worth noting that for every s, supp(ps) = R4 and that the periodic measure (4.26) is unique.
This contrasts with the time-homogeneous Markovian systems, where the uniqueness of periodic
measure (if exist) holds only if it is supported by disjoint Poincaré sections [13].

The above calculations give the existence and uniqueness of a periodic measure. However,
it does not immediately give a convergence rate. For simplicity, we show the convergence
and its rate for the one-dimensional case. We first recall that the Kullback-Leibler divergence,
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Dk (||-), is pre-metric on P(R?). Let P, Q € P(RY) with densities p.gelL! (R%) respective,
the Kullback-Leibler divergence can be defined by

Dgr(Pl|Q):= / p(x)log <M> dx.
o q(x)

For vectors u; € R4 and matrices o; € GL(Rd) where i = 1, 2, we have specifically the follow-
ing explicit expression for normal densities.

Dgr N (i1, oD |IN (12, 02))

| det
=3 (Tr(az_lffl) +(u2 = pn)l oy (pa—p1) —d +1n <dZtE:;>> .

Moreover, Pinsker’s inequality states

1
IP = Qll7y < 5 DkL(P|Q), P.,QeP(E).

[\

k
We recall the elementary identity In(1 — y) = — > 72| yT for any fixed y € (—1, 1). Hence, the
following elementary inequality holds by a geometric sum

o o0
y y y
—(y+ln(1—y)=27 EZ g y, ye©,1).
k=2 k=1

Now, since both ps4; and P(s, s, +t, x, -) are normally distributed, by Pinsker’s inequality and
(4.24), for all r > 6 and for any fixed § > 0, x € R4

2
”P(S5S+ta-x7') _pS+l||TV

1
< =Dk (P(s,s+1,x,)||os+1)

2
— 1 (I_E—ZIA (S(S_'_t)_e 2X—J(S,S+t))2 _1_1n(1_e—21A)>
4 /2a
B 1 e*ZlA(g(s) _ .X)2 1 ef2tA
_Z< 02 /20 El—e—2tA>
—2tA 2

e

B A 2 1
=3 ((E(S)—X) 4A17—25A)'

Deducing indeed the convergence is geometric. We go a little further solely to align with Theo-
rem 4.5. For every fixed s € [0, T') and for any fixed y > 0, there exists a constant ry = rg(y) > 0
such that

(x —£(5))? — (1 + p)x? = —28(s)x +E%(s) — yx* <ry.
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Hence (x — S(s))2 <1+ y)x2 + ry. Define R := max {1 +y,rs + %Hﬁ} > 1, then

—2At 2
e A a R 2
1PG.s +050) = prselliy < =5 SRy (x2+1)§e—2Az< /gﬁ) (:2+1),

where we trivially squared the last two terms. Specifically by letting ¢t = nT, we have geometric
ergodicity of the grid chain

2
AR 2
IP(s,s +nT,x,-) — psl|3y <e 274 (,/E_S) (x2+l) . neN.
(o2

For computationally inclined readers, we give explicit formula for &; in the one dimensional case.
Multidimensional case can be computed similarly. By Fourier Series, for any S € L2[0, T], S can
be represented by

o0
S(t)—ﬂ—i-ZA cos Zn—nt—nn + B, sin 2n—nt—nﬂ
- 2 n T n T )

n=1

with the usual Fourier coefficients for n € N\ {0}

T T
2 2 2 2
An:?/S(t)COS <$t—nﬂ>dh B,,:;/S(t)sin(?t—nﬂ)dl.
0 0

It is trivial to see &) := %7" satisfies 9; (e &y) = A" e'A. Similarly,

1 T?cos (nr — 22 ¢) — 2n7 T sin (nmw — 22 1)

cos
1) =
0= 47202 + T2

satisfies 9, (e’ A&7 (1)) = €' cos (2”—”t —nr) and

1 T?sin (nrr — 2"—”[) +2nnTcos( nw — 2"—”[)

sin £) = ——
S (0= 4m2n2 4+ T2

satisfies 9 (e"A£57 (1)) = e sin (2T — nrxr). Clearly £5°° and &5 are both T-periodic and
E(1) =& + > 2 A& (1) + B é,f”’(t) is the desired T -periodic continuous (hence) bounded
function satisfying 9; (¢'4&) = '4S.

Example 4.10. The stochastic overdamped Duffing Oscillator has many physical applications
including the phenomena of stochastic resonance in climate dynamics modelling of ice age [4,49,
31] as mentioned in detail in the introduction. We also expect applications to periodically-forced
model of price dynamics in the financial markets akin to [36] with a similar interpretation. The
Duffing Oscillator is given by

dX, = [-X? X+ Acos(a)t)]dt +odW,, 4.27)
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where A, w € R and o # 0 are (typically small) parameters. In the Benzi-Parisi-Sutera-Vulpiani
climate change stochastic resonance model, w = 277/10° and the two stable equilibrium climates
are distanced by 10K . The stochastic differential equation (4.27) is a normalised equation of the
Benzi-Parisi-Sutera-Vulpiani model. According to Corollary 4.7, there exists a unique periodic
measure which is geometric ergodic.

Remark 4.11. Through the theory of non-autonomous RDS, [6] gave the existence and unique-
ness of the periodic measure for (4.27) in one dimension. Note that Theorem 4.8 goes further
than [6] to infer that the convergence is actually geometric. Moreover, Theorem 4.8 gives the
other types of converges presented in Theorem 3.6. To our knowledge, this paper contains the
first proof of the geometric ergodicity of the stochastic overdamped Duffing Oscillator. We note
also that the approach we have taken works in multidimensional case and is completely different
to the that of [6]. As mentioned in the introduction, we expect our approach can be extended to
the infinite dimensional setting of SPDEs.

4.2.1. Gradient systems
In this section, we give results for the existence and uniqueness of geometric periodic mea-
sures for stochastic T -periodic gradient systems. These are SDEs of the form

dX;=—-VV(t, X)dt +o(X;)dW;, (4.28)

where V € C 1’2(R+ X Rd) is T-periodic, V = (91, - - -, d7) is the spatial gradient operator, W;
denotes a d-dimensional Brownian motion and o : R¢ — R¢*“_Note that the T-periodicity of
V implies the T -periodicity of VV is T -periodic hence the gradient SDE (4.28) is T -periodic.
Gradient systems arise naturally in physical applications, where V is referred to as the
potential function [19,43,52]. Indeed examples of T-periodic gradient systems, include the

s0)\?
o
and the Duffing Oscillator from Example 4.10 derived from double-well potential V (¢, x) =

lx“ 1 x2 + A cos(wt)x. In fact, it is easy to verify that the Theorem 4.8 is a special case of gra-

dient SDEs derived from potential V (¢, x) = Zl 1 Zip g ikfl) k1 While these examples are
weakly dissipative where the Euclidean norm is a suitable Foster-Lyapunov function satisfying
(4.16), in general, finding a Foster-Lyapunov function satisfying (4.16) for a given SDE is gen-
erally non-trivial (if at all possible) particularly in higher dimensions. A mathematical advantage
of gradient systems is that V itself is a natural choice of Foster-Lyapunov function to satisty

(4.16). This is apparent by observing the generator of (4.28) is given by

periodic forced Ornstein-Uhlenbeck from Example 4.9 derived from V(z,x) = 5 (x -

d
~ 1
LV(x) =8V (t.0) = IVV @012 +5 Y (GOT(x))__ RV x), (429
- ij -
i,j=1
and exploiting the norm term.

For autonomous gradient SDEs derived from a norm-like potential V (¢, x) = V(x) and noise
proportional to the identity o € R™\{0}, it is well-known [40,19,52] that the invariant measure

has a particularly simple form and is given by (upon normalisation) 7 (I') = || [ €Xp (— %) dx

for I € B. However, due to the intricate interplay between stochasticity and periodicity, pe-
riodic measures (with a minimal positive period) do not have such simple expression. Indeed
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the periodic measure (4.26) from Example 4.9 does not take this simple form i.e. ps(I") #
Jrexp (— —QV;‘YQ’X)) dx.

The following corollary of Theorem 4.5 is generally simple to verify to yield gradient SDEs
with a geometric periodic measure.

Corollary 4.12. Assume o satisfy (4.1), (4.2) and (4.3). Let V. € C"2(Rt x RY) be a norm-like
function such that for alln € N

3V bounded on R* x B,, a0 € N*! |a| € {1,d + 1},
and (4.16) holds, where Lis given by (4.29). Then the results of Theorem 3.6 hold for SDE (4.28).

While Corollary 4.12 covers all the examples considered thus far, it applies to a wider class
of SDEs than that of weakly dissipative systems. In the next proposition, we use Corollary 4.12
to extend the case of Theorem 4.8 when p; = const for all i and allowing for products of the
spatial variables. It does not aim to be most general however suffices a range of applications.
We shall employ more standard multi-index notation: for spatial variables x = (x1, - - -, x4) and
multi-index o € N9, define x* := x| - - - xJ¢. For o, B € N, we have the partial ordering o > B
ifa; > B; foreach 1 <i < d. We define the standard tuple basis ¢; = (0, ---, 1, - - -, 0) where the 1
appears on the i ’th index. For fixed 8 € N¢, we define Z‘]x\gﬁ Cy = ZMSN Cy . Recall standard

a>p
asymptotic notation where for functions fi, f>, g : R? — R, we write max{fi, f>} = o(g) if

limx - 00 W = 0. This implies that for any € > 0, there exists R > 0 such that

max{| f1(0)], | 2(x)]} <€lgx)], x € Bj. (4.30)
Proposition 4.13. Assume o satisfy (4.1), (4.2) and (4.3). Let {Sq(t)}y4ena¢ be continuously dif-

ferentiable T -periodic functions and {Si}f:1 are strictly positive constants. Then the gradient
system (4.28) with potential

d p—1

Vit x)= Zs,»xf + Z Sy(H)x%, pe2N:={2.4,..,},
i=1 |o|=0

satisfies Corollary 4.12 hence the results of Theorem 3.6 holds.

Proof. We compute

1 .
B[V:Z‘[:xlz(ltlgaxaa .
oV = Sipr + Zgze,. 0 S x4,
2p—2 -1 —2e;
02V = p(p— DS+ X000, aile — 1) Sux @20,
-1 e : :

So
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d d p—1 p—1 2
IVVIZ=Y"@ V)2 = | S22 2 42850 Y i Sox® TP 4 |3 g Sex
i=1 i=1 a=>e; a=>e;

Note that V, 0,V, 81.2].V and <||VV||2—ZZ lSlzpz)czf7 2) has maximum order p, p — 1,
p — 3 and 2p — 3 respectively. Our assumptions ensure that max, na (SUp;cg S« (#)]) < 00
and max; ;sup,.ga @;j(x) < oo. Since higher even powers dominate lower powers i.e. x% =
0(2 —1CiX ”) where ¢; > 0 and || < 2n where n € N, we have for any A > 0

d d
max{w,a[v,a}] <||VV||2—ZSi2p2xi2p_2>}:o(ZSZ 2™ 2), 2 <pe2N.

i=1 i=1

Then for 2 < p € 2N, by (4.30), for any € € (0, }L), there exists R > 0 such that

d d
- 1
LV +1V <8V —IVVI + 5|_Z]a,;,~w FAV < (4e—1) (Zl S2pxl” 2) <0,
L,j= =

C
X € By.

By continuity, LV + AV is bounded on B g. Hence (4.16) is satisfied. For p =2 where V and
Zl 1 S2 2x 2” 2 are of the same order, the same calculations hold provided one restricts 0 <
A < 4min; Slz. O

In physics literature, “periodically forced” or “periodically driven” generally refers to the ad-
dition of a periodic term on the drift which otherwise be autonomous i.e. b(t, x) = bo(x) + S()
for some periodic function S and drift by independent of ¢. Particular instances of Proposi-
tion 4.13 include periodically-forced systems such Example 4.9 and Example 4.10. Mentioned
examples so far are systems with polynomial potentials. While polynomial approximation of
potentials (by Weierstrass approximation theorem for instance) can be effective for practical
reasons, we consider periodically forced gradient systems that need not be derived from a polyno-
mial potential. We remark that periodically forced gradient SDEs occurs in physical applications
and phenomena as we have already seen in previous examples. For further discussions on peri-
odically forced stochastic systems, we refer readers to [31] for theory and applications.

Consider the following (autonomous) gradient SDE on R¢

dX; =—-VU(X;) + o (X;)dW,, (4.31)

where o satisfy (4.1), (4.2) and (4.3)and U € C 2(Rd, R) satisfies the (autonomous) geometric
drift condition

LU<C—-AU onRY, (4.32)
where C > 0, A > 0 are constants and L is the infinitesimal generator of (4.31) given by
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d
1
Lf () ==(VU@), V@) +5 Y (@0 (0)yd; f(),  [eCRY.

i,j=1

This classical geometric drift condition yields the existence, uniqueness and ergodicity of an
invariant measure. The context of the next lemma sufficiently yields a geometric periodic mea-
sure when the autonomous gradient system is periodically forced. Essentially, the autonomous
system retains its stability up to replacing its invariant measure for a periodic measure with a
minimal positive period. Note that we do not impose any particular form imposed on the poten-
tial, hence more general than polynomials. We note that the assumptions are easily satisfied for
many practical systems.

Proposition 4.14. Ler U € C>(R,R™T) be a norm-like potential satisfying (4.32) and that for
any ci, c3 > 0, there exists a compact set K = K (c1, c2) C RY such that

cillxll <cU(x) xeKE.

Then for any T -periodic (T > 0) continuously differentiable function S : Rt — R, the period-
ically forced gradient SDE

dX; =—[VUX;) + S@®)1dt +o(X)dW;
possesses a unique geometric periodic measure.

Proof. By Theorem 4.5, we verify V(t,x) = U(x) — (S(¢), x) satisfies (4.16). By the assump-
tions on U and S, it is clear that V € C1"2(RT x R?) is a T-periodic norm-like potential
satisfying the regularity assumptions of Corollary 4.12. Since Bl.zj V= 31.2j U, we compute that

d
LV =—(8,x) = (VUX,) + S1), VU (X)) = S) + Y _ (00 (x))ij9;;V
i,j=1
) d
=—($.x) = IVUI>+ ISI+ > _ (00" (x));j0;U
i,j=1

=8I = (S, x)+ LU.

As U satisfies the geometric drift condition, by picking any fixed A~ € (0, 1), we have
LV <|ISI>=(S,x)+C—2U
=812 = (8, x)+ C—= (A=A U =2 U~+*r—=27)(S,x) — (A —27)(S,x)
=ISIP= S+ A =28 x)+C—(A—2")V=-1"U
<USIZ+ 1S + = 27)Slloollx| + € = (A =27)V =27 U,
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where [[$ + (A — A7) Slo == supyo,7115(s) + (2 — A7)S(s)|| < 00 as S and § are bounded.
Then, by assumption with ¢; = ||S 4+ (A —A7)S]loo and ¢ = A7, we have a compact set K C R
such that

ci=sup (IS + (= 27)Slloollx]| =27 U) < 0.
xekK

Hence £V < (C+c+|S[?) — (A —217) V ie. the geometric drift condition (4.16) is satis-
fied. O

4.3. Langevin dynamics

Langevin equations originated to model noisy molecular systems and many other physical
phenomena. As such, we expect applications to the physical sciences. In fact, we shall see it
extends easily from stochastic gradient systems in an “overdamped” limit and applies immedi-
ately to the stochastic periodically-forced harmonic oscillator. We refer the reader to [58,52] for
further applications, details and derivations of Langevin equations. Akin to earlier sections, we
give sufficient conditions for the existence, uniqueness and geometric convergence of a periodic
measure for T-periodic Langevin equations. We study Langevin equations of the form

mdq; = (F(t,q;) — yqr)dt +odW;, (4.33)

with position ¢; € R¥, velocity ¢, € R?, acceleration §; € RY, constant mass m > 0, time-
dependent force F : Rt x RY — Rd, d-dimensional Brownian motion W; and constant matrix
o € GL(R?). For y >0, y¢; is understood as the frictional force of the system. The proportional
constant y is referred as the damping constant. Without loss of generality, we take mass to be
uniti.e. m = 1.

Denote momentum p; = ¢;, then (4.33) can be rewritten as a system of first order SDEs

dq; = p,dt
e = Pt (4.34)
dp, = (—yp: + F(t,q))dt +odW,.
In phase space coordinates X; = (g;, p;) € R4 this can be rewritten as
dX; =b(t, X;)dt + ZdW;, (4.35)
where
p 2d 0 0 2dx2d 0
b(t7x) b(tqup) (—)/p-I—F(l,C]))e ’ <O U)e ) Wl (W[)
(4.36)

On a physical level, observe that the noise is degenerate in that the noise affects g; only through
p;. Formally, Langevin SDE (4.35) is degenerate since ¥ ¢ G L(R??). Resultantly, Theorem 4.2
does not apply. Hence in this current paper, we only study Langevin dynamics with only additive
noise. It will be of future works to study the situation with multiplicative noise.

Written in phase space coordinates, it is clear that (4.33) has unique solution provided » and
o are Lipschitz. Labelling x = (¢, p) = (x1, .., X24), the infinitesimal generator is given by
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d
- 1
LI@)=0f +(p. Vg )+ (—yp+F.Vp )45 3 @0y, f,
i,j=l1

feCP(RT x R*), 4.37)
where V,, := (3,, - -+, dg,)! and similarly V,, := (,,, -, dp,)7 .

Remark 4.15. We remark that in physical applications concerning small particles, the mass is
typically small. This suggests the inertia term mg; can be neglected. Hence, not rigorously, the
dynamics (4.33) can be well-approximated by

OZF(tv%)_Vq.t‘l‘Utha

i.e. reduced to SDEs studied earlier in this section. Suggesting that Langevin equations may
be studied with multiplicative noise in the context of small particles. A particular source of
interesting dynamics and applications is the case when F (¢, g) = —V,V (¢, ) for some potential
V(t,q) and so the Langevin equations are gradient systems (provided y > 0). Such systems
without inertia are called overdamped Langevin dynamics.

With the inapplicability of Theorem 4.2, we the following irreducibility lemma for non-
autonomous Langevin equation. This can be done by a similar method as in [43], so it is omitted
here.

Lemma 4.16. Consider T -periodic Langevin equation (4.34) with locally Lipschitz F. Assume
there exists a norm-like function V satisfying (4.10). Then the Markov transition kernel satisfies
P(s,t,x,T) >0 forany s <t < oo, x € R* and non-empty open T' € B(R??).

Thus we have the following Langevin counterpart of Theorem 4.5.

Theorem 4.17. Consider T -periodic Langevin equation (4.35) with F satisfying (4.4) (in place
of b). Assume there exists a norm-like function V € CL2(Rt x R¥ RT) satisfying (4.16) where
L is given by (4.37). Then there exists a unique geometric periodic measure p : Rt — P(R??)
satisfying the convergences from Theorem 3.6.

Proof. Let o; denote the i’th column of o then ¥; = (0,0;)7 denote the i’th column of X.
Denoting Id € R4*4 to be the identity matrix, observe that Lie bracket

0 1d 0 Oi
[%i, 6] = (DD)%; = (-dZF(r,q) —V1d> (a,- ) N <—V°i ) '

Since o € GL (R%), the columns o; are linear independent. Hence the Lie algebra generated by
¥; and b spans R?¢. By the assumptions on F, b satisfies (4.4). Hence together with Foster-
Lyapunov function V, there exists a smooth density p(s, ¢, x, y) with respect to A by Theorem
1 of [28] is satisfied. F is locally Lipschitz hence with Lemma 4.16, Theorem 3.4 holds. Hence
the assumptions of Theorem 3.6 are satisfied. O
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5. Density of periodic measures

Similar to invariant measures, it is interesting and important to know when periodic measures
possess a density with respect to Lebesgue measure. We show that for 7 -periodic SDEs where
the periodic measure exists and the Markov transition possesses a density, then the density of the
periodic measure exists and provide a formula for it. We show also that the density of the periodic
measure necessarily and sufficiently satisfies a Fokker-Planck PDE of an “initial-terminal” kind.
We also provide an explicit example for the periodically forced Ornstein-Uhlenbeck process.
In previous sections, we have predominantly been focused on initial state, here we change our
perspective to the forward spatial variable. As such, at the risk of confusion, we interchange the
roles of x and y i.e. we take y € R? to be the initial state and x € R? to be the forward spatial
variable.

We already know the conditions to guarantee the existence of the density p(s,, y, x) of the
two-parameter Markov transition kernel, P(s, ¢, y,-) and the existence of a periodic measure
from our results in the last section. Let (o;);cr+ be a family of probability measures satisfying
pr = P*(s, 1) ps for s <t, then Fubini’s theorem yields

pt(l“)=/P(s,t,y,l")ps(dy)=/ /p(s,t,y,X)ps(dy) dx, TeBRY),s<t. (51
R4 r d

If p is a periodic measure, then specifically

pt(F):f /p(t,t+T,y,X)pt(dy) dx,

r d

that is to say ¢ (¢, x) = fRd p,t+T,y,x)p:(dy) is the density of p; as observed in [11]. Given
the existence of g, it is clear by (5.1) that g satisfies

q(t,X)=/p(s,t,y,x)q(s,y)dy, (5.2)
R4
indeed this property holds for any family of measures with densities. Moreover, it is easy to see

that lim; | ¢ (¢, -) = q(s, -). In this section we will prove that ¢ satisfies the following Fokker-
Planck equation

dhg=L(t)q,
where L£*(¢) is the Fokker-Planck operator given by

d d
LH0)g == 0y bit. x)q) + % > ar, ((oo% ’“)ij q) : (5.3)

i=1 i,j=1
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In this section, we will always assume that the operator £*(¢) is uniformly elliptic i.e. there exists
A > 0 such that (£, 007 (1, x)&) > A||€||? for all (, x) e RT x R? and & e R?.

In the following, we shall use the notation X ~ g to mean the random variable X is distributed
by probability density ¢ € L' (R¢). For random variables X° and X', we write X ~ X! if they
have the same distribution. We state and prove the following useful lemma.

Lemma 5.1. Assume (X?)[ZS , (le )IZS+T are two processes satisfying the T -periodic SDE (4.5).
If X9~ XS1+T then X0, ~ XXIJFT_H forallt>0.
Proof. For concreteness, let X? ~X ; LT ™qE€ L'(R?) and p°(s + ¢, -) denote the distribution

of X? ' and similarly pl(s+T+t, ) for X Sl T4 Then pk satisfies the Fokker-Planck equation
ie.fork=0,1ands >0

dpX(t +kT,x)=L*(1t +kT)p*(t + kT, x),
pr(s+kT.)=q.

It is clear that £*(¢) = L*(¢t + T) by the T -periodic coefficients. By the linearity of the Fokker-
Planck operator, it is easy to see that p(z, -) := po(s +t,)— pl(s +t+T,-) satisfies

hp=L")p t=0,
p(0,) =0.

Then an application of parabolic maximum principle or otherwise yields that p(z, -) = 0 for all
t > 0 is the only physical solution. Hence concluding p’(s +1,-) = p'(s + T +1t,-) for all
t>0. O

With Lemma 5.1, we are now ready to state the main result of this section.

Theorem 5.2. Consider T -periodic SDE (4.5) with continuous coefficients. For g € CH*(Rt x
RY) N LY(RY) define p : R — P(R?) by

1
P (1) = —/q(r,x)dx, i >0.
llg(, ')||L1(Rd) g

Then p is a T -periodic measure if and only if
dg=LDq, ¢q0,)=q(T,"). (5.4)
Hence, if (5.4) has a unique solution then there is a unique periodic measure with density q.

Proof. For notational convenience and without loss of generality, we let g (¢, x) be normalised.
Assume p is a T-periodic measure, then by definition, p; = oy for all > 0 i.e.

/Q(I,X)dx=pz(F)=pr+T(F)Z/q(t+T,X)dx, I e BRY.
r r
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As this holds for any I" € B(]Rd), it follows that g (¢, -) = q(t + T, -). On the other hand, it is well
known that p(s, ¢, y, x) satisfies the Fokker-Planck equation

atp(s’tﬂ y’-x) ZE*(I‘)P(SJ’Y,X)-

We take derivative with respect to ¢ on both sides of (5.2), we have

Bt x) = / 8, p(s. 1.y, X)q(s. y)dy
Rd

= fﬁ*(r)p(s,t,y,x)q(s,y)dy

Rd

= [~ Yot g6y
Rd i=1

d
f% Z ) ((UGT(LX>U,p(s,t,y,X))q(s,y)dy
Re b=l

=A+ B.
For the first term, we have

d
-3 / [0, (i (1, ) p (s, 1, y, %)+ bi (1, )35, (P (s, 1, y, )] (5, y)dy
i=1Rd

Y8t / PGs.t, ¥, 00 (s, Y)dy — Zb 00, [ pGs.1.3. 000, 3)dy

i=1 R

=- Z O (bi (£, X)q (£, x) — Zb,- (t, X)dy,q (¢, X)

i=1 i=1

d
= — Zaxi (bl(ts X)Cl(t»x))

i=1
Similarly, for the second term, we have

Z Bxlxj ((GUT(I,x>ijq(t,x)>.

l]]

Therefore, the density function ¢ (-, -) satisfies

qt,)=qt+T,"), 0,q=L*(t)g, foralls>0.
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By Lemma 5.1, it suffices that this PDE holds specifically for # = 0 hence we have (5.4).
To prove the converse, we first note that Lemma 5.1 yields that g (¢, ) = ¢g(¢ + T, -) for all
t > 0. Thus p is T-periodic. By (5.2) and Fubini’s theorem, it is clear that

P*(s,t)ps(l“)=/ /p(s,t,y,X)dx q(s,y)dy=/q(t,x)dx=pz(l“), I e BRY),
R¢ LI r

concluding that p is a T-periodic measure. [

There is an “alternative” way to arrive the PDE of Theorem 5.2 as seen in [30]. By consider-
ing lifted ~coordinates (z, X;), one can consider stationary solutions of the lifted Fokker-Planck
operator L* i.e. g(t, x) satisfying

LPq:=—0q(t,x) + L*(t)q(,x)=0. (5.5)

This is equivalent to (5.4) upon rearranging. However, this approach does not naturally impose
any boundary conditions, hence is not sufficient for g to be the density of the periodic measure.
Theorem 5.2 states that the boundary condition is necessary. While [30] imposes the periodic
boundaries, the reasoning does not seem apparent. We shall show in the example below that, de-
spite £*(¢) is T -periodic, a solution to the PDE need not be periodic and relaxing such condition,
perhaps expectedly, one can have infinitely many solutions.

Example 5.3. The one-dimensional periodically-forced Ornstein-Uhlenbeck process from Ex-
ample 4.9 has its Fokker-Planck operator given explicitly by

2 2

Ax _ _ 0" _ Y
LFq=—0,qg — 0, ((S(t) — ax)g) + 23x61— drq — S(t)0xq + aq + axdyqg + 23x61

and the periodic measure is p; = ./\/(E(t), %), where £(t) = e fioo e*" S(r)dr. Here, the
density of the periodic measure is given by

d) = —L e (_(x — s<s>)2)
’ Vrolja o?/a .

We compute
. o . o
§=—af+80). 8q=2750x—8)q. dhqg=-2—(x—§)4q.
and
o o o
920 = =2 [0:(rq) —§0,q) = =25 [1 -2 (x = £)*] .
Hence, substituting directly,
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Aok 2
q a . o a o
— =292 550G O ba -2 -6 —a [1 —255 - s)z]

2

2
=2%s<x—s>—2%x<x—s>+2“

2
— k- £)>?

=0.

Thus indeed the g satisfies (5.4). We show that the periodic condition of (5.4) cannot simply be
dropped because of periodic coefficients. From (4.25), the transition density is explicitly given
by

1 (x —e™ =y — J(s,1)
p(S,t, y’x)z > eXp\ — o? —2a(t—s)
(] — g~2al-9)) S—e )

s

satisfies —d, p(t, x) + L*(¢) p(¢, x) = 0 for every fixed initial time s and point y. However, p is
not periodic as J is not periodic. Since there is a non-periodic solution for every y € R, there
are, in fact, infinite number of solutions to the PDE if one relaxed the demand of periodicity.
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