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Abstract
Policy discussions and corporate strategies on machine learning are increasingly championing data reuse as a key element

in digital transformations. These aspirations are often coupled with a focus on responsibility, ethics and transparency, as

well as emergent forms of regulation that seek to set demands for corporate conduct and the protection of civic rights.

And the Protective measures include methods of traceability and assessments of ‘good’ and ‘bad’ datasets and algorithms

that are considered to be traceable, stable and contained. However, these ways of thinking about both technology and

ethics obscure a fundamental issue, namely that machine learning systems entangle data, algorithms and more-than-

human environments in ways that challenge a well-defined separation. This article investigates the fundamental fallacy

of most data reuse strategies as well as their regulation and mitigation strategies that data can somehow be followed,

contained and controlled in machine learning processes. Instead, the article argues that we need to understand the

reuse of data as an inherently entangled phenomenon. To examine this tension between the discursive regimes and

the realities of data reuse, we advance the notion of reuse entanglements as an analytical lens. The main contribution

of the article is the conceptualization of reuse that places entanglements at its core and the articulation of its relevance

using empirical illustrations. This is important, we argue, for our understanding of the nature of data and algorithms, for

the practical uses of data and algorithms and our attitudes regarding ethics, responsibility and regulation.
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Introduction
Policy discussions and corporate strategies on machine
learning are increasingly championing data reuse as a key
element in digital strategies. These aspirations are often
coupled with a focus on responsibility, ethics and transpar-
ency, as well as emergent forms of regulation that seek to
set demands for corporate conduct and the protection of
civic rights, such as the right to privacy and the right of
erasure of ‘data subjects’. In most contexts, the drive for
more data reuse and the demand for more accountability and
protective measures seem to go hand in hand. We can appar-
ently have both if we ensure that ethics and responsibility mea-
sures are appropriately considered, data can travel and be
reused across sectors and territories, and algorithms from
one domain can be installed elsewhere unproblematically.
Protective measures include methods of traceability and
assessments of ‘good’ and ‘bad’ datasets and algorithms that
are considered to be traceable, stable and contained.

However, these ways of thinking about both technology
and ethics overlook a fundamental issue that this article

seeks to address, namely that machine learning systems entan-
gle data, algorithms and more-than-human environments in
ways that challenge a well-defined separation, that is, the
deep entanglement between data, algorithms and sociotechni-
cal infrastructures render the imaginaries of transparency,
traceability and clean boundaries between data and algorithms
in machine learning impossible.

The understanding of reuse that we investigate underpins
many facets of contemporary digital transformations among
practitioners in different industries and policy circles. Data
reuse is often encouraged by open source and science
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ideologies that promise to kinetically ‘unleash’
(Mayer-Schönberger and Cukier, 2013) and ‘unlock’
(Verhulst, 2020) the value of otherwise ‘hidden’ and
‘dormant’ data. Corporations have made considerable
investments in establishing policies, infrastructures and
economies that incentivize and undergird data reuse.
These investments rely on data reuse strategies that frame
data as discrete, interchangeable and governable commod-
ities that must be moved up and down different supply
chains to create new value (Alaimo et al., 2020; Sands,
2018). Data-driven corporations like Palantir (Alden,
2018) and consulting companies in the field of AI such as
McKinsey (Fountaine et al., 2021) promise to ‘unmoor’
data from the ‘information silos’ that currently constrain
them. Similarly, Google repurposes data logs (‘digital
exhaust’) into predictive patterns (Zuboff, 2019) and IBM
reuses algorithms built for seismic detection to develop pre-
dictive policies (Barnes and Wilson, 2014; Hälterlein,
2021).

At the policy level, data reuse also forms a cornerstone in
policy and innovation discourses on AI and machine learn-
ing. The European Commission recently presented its
formal draft of the EU Data Act in February 2022. A core
component of this act is to facilitate easier data sharing
and use/reuse by setting standards at the EU level. Reuse
is also an important element in the EU’s open data directive
(Directive (EU) 2019/1024, 2019). It subtends almost all
discussions on privacy (Custers and Uršič, 2016a) and sci-
entific knowledge infrastructures (Pasquetto et al., 2017;
Van De Sandt et al., 2019). It has become a core argument
for the advancement of data-driven economies (Custers and
Bachlechner, 2017) and a new weapon in the arsenal of
public health technologies (Madianou, 2020). Data reuse
is even inscribed as a fundamental scientific principle for
digital data management in the sciences (Wilkinson et al.,
2016). The justification for these varied mobilizations of
reuse is typically utilitarian, framing the non-use of data
as a waste of resources. In this logic, if data exists, it
should also be made available for further value extraction
across both the public and private sectors (Zuboff, 2019).
Data in this sense also intersects with corporate and govern-
mental desires for growth and innovation through AI
(Amoore, 2013).

The aspirations for data reuse and algorithmic solutions
– couched in responsibility, privacy and transparency –
overlook the issues identified in this article, namely that
data, algorithms and technologies are fundamentally
entangled and cannot be decoupled. We consider this per-
spective to be important because it expands the political
and ethical register of data reuse and delineates why and
how current reuse strategies will have to contend with
this expanded register.

The importance of data and model reuse in data-driven
societies has also resulted in new controversies. Ethical
debates have emerged around the production and

circulation of training data (Andrew et al., 2020; Birhane
et al., 2021; Harvey and LaPlace, 2021; Thylstrup, 2022).
Numerous scholars have called for new guidelines on the
prevention and reuse of contested data in research projects
(Van Noorden, 2020). Current mitigation strategies for the
reuse of contested data rely on the strategies of deletion,
containment and transparency. However, it has been high-
lighted in several studies that these responses are associated
with their own set of challenges because iterations of datasets
are still present even after the original set is removed (Peng,
2020). Moreover, the methods of tracing and accounting for
harmful datasets, for instance through dataset auditing prac-
tices, comes with its own methodological challenges and
ethical conundrums (Raji et al. 2020; Keyes and Austin
2022). The challenges of hindering the reuse of contested
data have also engendered new strategies to protect
corporations against data as a ‘toxic asset’ (Schneier, 2016),
and new discourses that frame sensitive data as potentially
‘toxic waste’ that can ‘overspill’ (Schwarzkopf, 2020).
Nevertheless, researchers in the field of machine learning
acknowledge the mismatch between the imaginary of data
as discrete entities, as expressed in both reuse strategies and
data regulation, and the reality of how data is utilized in
machine learning processes. As noted in a leaked internal
document written by Facebook privacy engineers about the
company’s challenges in dealing with user data and privacy
regulations:

“We’ve built systems with open borders. The result of these
open systems and open culture is well described with an
analogy: Imagine you hold a bottle of ink in your hand.
This bottle of ink is a mixture of all kinds of user data
(3PD, 1PD, SCD, Europe, etc.) You pour that ink into a
lake of water (our open data systems; our open culture)
… and it flows … everywhere. How do you put that ink
back in the bottle? How do you organize it again, such
that it only flows to the allowed places in the lake?”

This article seriously considers the concerns of the
Facebook engineers, namely the fundamental fallacy of
most data reuse strategies as well as their regulation and
mitigation strategies that data can somehow be followed,
contained and controlled in machine learning processes.
Instead, the article argues that we need to understand the
reuse of data as an inherently entangled phenomenon. To
examine this tension between the discursive regime and
the reality of data reuse, we advance the notion of reuse
entanglements. We use this notion as a conceptual lens,
and introduce the issue of data reuse into a conversation
on the social theories of entanglement.

Analytically, our article argues for the need to shift from
the linear framing of data reuse found in corporate and gov-
ernmental strategies to an emphasis on reuse as an inher-
ently iterative and entangled phenomenon in machine
learning regimes. Conceptually, such a shift also creates a
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broader space for discussions on data and algorithmic ethics
that consider their mutual constitution instead of their cat-
egorization as mere problems of input and output.
Although dominant AI ethics frameworks rely on the
assumptions of the existence of ‘ethical data’ (Mittelstadt
and Floridi, 2016; Zook et al., 2017) and ‘ethical algo-
rithms’ (Mittelstadt et al., 2016), we instead mobilize the
notion of reuse entanglements to emphasize the impossibil-
ity of defining such distinct spaces between data and algo-
rithms and ‘good’ and ‘bad’ in machine learning regimes. A
notable example is the recent partnership between the
United Nations’ World Food Programme (WFP) and the
controversial US software company Palantir, which specia-
lizes in the areas of predictive policing and surveillance,
among others. Although theWFP celebrated the partnership
as tech-for-good, arguing that the relationship was without
concern because Palantir would not allow access to the
information of beneficiaries, an entanglement perspective
suggests that such partnerships should be more critically
scrutinized. Even if the data is non-personal, the reuse of
data related to the movements of refugees by a defence con-
tractor, for example, still raises ethical and political issues,
such as the spill-over effects of Palantir’s models (Martin
et al., 2022). The same applies to algorithms that may
appear to be low risk but may contain traces of deeply con-
tested data. Another example is the increasingly significant
role software libraries play in, for instance, the military. A
recent report published by National Security Commission
on Artificial Intelligence (authored by Eric Schmidt
among others), thus describes software libraries such as
Pytorch and Tensorflow as important parts of the US mili-
tary strategy (United States, 2021). It emphasizes the crucial
role reuse platforms play in ‘transforming research proto-
types to production-ready machine learning models’.
These platforms thus raise ethical and political questions
about reuse that exceed more simple assessment of
whether data was ethically harvested or a model ethically
constructed.

In the following, we begin by providing an overview of
existing discussions on how machine learning practices
shape the concepts, practices and politics of data reuse. We
then mobilize theories on entanglement to develop an analyt-
ical framework of reuse that considers its intra-relational
nature. Third, we bring science and technology studies
studies on data reuse practices into conversation with Karen
Barad’s framework of entanglement to discuss empirical
examples of the boundary-making practices of data science
that configure entangled data phenomena into discursive dis-
crete entities. Finally, we remark on the ethico-politics of
reuse in machine learning systems.

The main contribution of this article is the conceptualiza-
tion of reuse that places entanglements at its core and the
articulation of its relevance using empirical illustrations.
This is important for our understanding of the nature of
data and algorithms, for the practical uses of data and

algorithms, and our attitudes regarding ethics, responsibility
and regulation.

Mapping debates and discourses on data
reuse in machine learning systems
Three clearly discernible, but interrelated, bodies of literature
have shed light on how machine learning regimes have trans-
formed the definitions, practices and political contexts of data
reuse. Each of these strands of literature indicates the need for
a theoretical framework of data reuse that counters the framing
of reuse processes as linear and discrete. They each respect-
ively challenge three fundamental assumptions inherent in
reuse strategies and discourses that data reuse is a linear
process that is stabilized based on the conceptual distinction
between use and reuse; that data can be discrete and ‘raw’;
and, that reuse can be apolitical.

Taxonomy
Recent works on information studies and law have shown
that machine learning regimes challenge the definition of
reuse. Traditionally, two baseline understandings of data
reuse have dominated the field: ‘the use of data collected
for one purpose to study a new problem’ (Zimmerman,
2008: 634) and the ‘usage of a dataset by someone other
than the originator’ (Pasquetto et al., 2017: 3). Recently,
however, scholars have called for an updated conceptual
framework that seriously considers the dynamic and itera-
tive reality of machine learning. Van de Sandt et al.
(2019) argue that existing concepts of data reuse rely on
paper-centred, linear research models that are far removed
from the machinic processes of machine learning regimes.
Therefore, they propose to deconstruct the notion of reuse
using the concept of ‘(re)use’, which they employ to address
‘any research resource regardless of when it is used, the
purpose, the characteristics of the data and its user’ (Van De
Sandt et al., 2019). We find similar gestures of conceptual
de- and reconstruction in the field of tech and law, which is
adjacent to, but largely not in conversation with information
studies. Custers and Uršič, for example, have developed a
legal theoretical framework to tackle the issue of data reuse
in the age of machine learning by developing a general tax-
onomy of data reuse that distinguishes between data recycling,
data repurposing, data recontextualization, data sharing and
data portability (Custers and Uršič, 2016b). Both examples
show how machine learning regimes destabilize the very con-
ceptual ground upon which reuse stands.

Scientific practice
Just as machine learning undermines the established con-
ceptual framework of reuse, it also affects the sociotechni-
cal processes and practices of reuse (Aaen et al., 2021;
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Winkler and Berenbon, 2021; Tenopir et al. 2015). As scho-
lars from disciplines such as STS and the philosophy of
science have shown, data reuse practices have traditionally
been shaped by the epistemic cultures (Leonelli and
Tempini, 2020) and settings (Loukissas, 2019) that pro-
duced the data in the first place. These epistemic cultures
have traditionally not only promoted a common contextual
understanding of data within disparate scientific fields, for
instance, plant phenomics and health research, but also
defined the parameters of reuse. Many branches of data
science, however, operate under the assumption that data
can be recontextualized and that machine learning attains
generalizability and circulation through reuse (Ribes
et al., 2019). In this epistemic culture, data scientists seek
to ‘empty’ pre-trained algorithms of their domain-specific
content to facilitate a seamless transition to new domains,
wherein adjustment and modification can be performed in
situ (Ribes et al., 2019). These recent works on reuse prac-
tices in the data sciences help us gain a better understanding
of the practices and epistemic implications of unmooring
data from their context.

Politics
In recent years, more and more scholars have begun to pay
attention to how data reuse in machine learning regimes is
embedded in racialized and gendered structures, and how
these embeddings give rise to new questions related to
labour, power and consent (Cifor et al., 2019; Mulvin,
2021; Radin, 2017; Sutherland, 2021). These works chal-
lenge the aforementioned decontextualization mechanisms
of data science by emphasizing the significance of context
(Radin, 2017), and focusing on questions of reuse related
to data justice and data violence (Stevens and Keyes,
2021; Thylstrup et al. 2021). Research on global data
justice, for instance, has shown how data reuse for AI devel-
opment often occurs via hidden and opaque practices in
extra-legal spaces where data protection is scarce (Martin
et al., 2022). Moreover, critical works on training data
have demonstrated the deeply contested reuse entangle-
ments that underpin seemingly neutral standards such as
those of the NIST for facial recognition technologies
(Keyes et al., 2019). The vulnerabilities and risks identified
by this body of work highlight the tension between the sci-
entific ideologies of open source and the societal structures
of power in the development of machine learning systems,
echoing the politics of open access on a broader level,
where ‘accessibility is synonymous with “open to all”
without regard to cultural, social and historical conditions’
(Christen, 2018).

These three bodies of work are relevant to understanding
why ‘data reuse’ has become a contested cornerstone in political
and corporate reuse strategies, and the role of scientific practice
in this realm. We can infer from these diverse strands of
research that the machine learning environment fundamentally

transforms the conceptual, epistemic and political landscape
of data reuse, and that it now hinges on a generative process
between data, algorithms and more-than-human environments.
This highlights an inherent tension between the sociotechnical
imaginaries of reuse that enact the logics of linearity and isola-
tion, and their less well-defined reality. In the next section, we
examine these perspectives and highlight ‘reuse’ not simply as a
technical challenge, but also as a fundamentally entangled
socio-technical phenomenon. This requires some conceptual
articulation that we now consider.

Conceptualizing reuse entanglements in
machine learning regimes
This article develops the notion of reuse entanglements to
challenge the understanding of data as ‘raw’ and amenable
to ‘linearity’ in machine learning practices. What is at stake
in placing the concept and practice of data reuse within the
framework of entanglement? At its most fundamental, this
it argues that data as phenomena do not pre-exist in the
techno-scientific apparatus in which they appear, since
‘any time entities interact they entangle’ (Gilder, 2008:
3). This also means rejecting the mainstream misconception
of data as separate entities that can be made to relate or
interact with one another at will. Karen Barad has expressed
this problem in her extended engagement with quantum
entanglement, in which she notes that ‘phenomena are the
ontological inseparability of intra-acting agencies. That is,
phenomena are ontological entanglements’ (2007: 333).
At the core of Barad’s argument is a sense of how entities
that may appear to be individual – such as data – actually
‘emerge through and as part of their entangled
intra-relating’ (2007: ix).

Barad’s work enables us to highlight how data does not
pre-exist its use and reuse, but is instead constituted through
its entanglements in the broader ‘experimental arrange-
ment’. The reuse of data is thus always part of a larger
experimental arrangement of algorithms, models and appli-
cations (not in the sense of apps but the sense of specific
deployments) that determine what is and is not meaningful.
In the case of Barad, this means that the ‘boundaries and
properties’ of data are enacted by ‘the agential cut deter-
mined by the larger experimental arrangement’, wherein
this experimental arrangement is the ‘condition of possibil-
ity for particular concepts to be meaningful at the exclusion
of others’ (2007: 345). In machine learning, such experi-
mental arrangements span a spectrum of more-than-human
environments that include computer scientists, data, algo-
rithms, GPUs, human traces, wires and servers and the con-
texts range from border security to risk scoring of citizens
over ad tech and health assessments in insurance.

Significantly, Barad situates the ontology of separation
within a representational framework. Representationalism,
argues Barad (2007: 137), establishes the concept of
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separation as foundational because it ‘separates the world
into the ontologically disjunct domains of words and
things, leaving itself with the dilemma of their linkage
such that knowledge is possible.’ Barad defines these prac-
tices of representation as material-discursive labour prac-
tices that ‘help constitute and are an integral part of the
phenomena being investigated’ (Barad, 2007: 232).
Crucially, such representation practices do not simply
detect differences, for example between self and other,
but also produce and reconfigure moments and structures
of differences such that self and other appear as separate
entities. Countering this framework, Barad argues that we
should instead understand phenomena in the world as
entanglements that are constituted through, and ontologic-
ally inseparable from, the performative practices of
representation.

In the following section, we consider Barad’s framework
of the ontology of separation to home in terms of how reuse
practices in machine learning separate data, algorithms and
more-than-human worlds into disjunct ‘domains of words
and things’. Based on empirical examples of a variety of
practical examples, we highlight the value of our conceptu-
alization of reuse entanglements as an analytical approach.

Infrastructures and practices of
‘thingification’ in reuse entanglements
Western scientific paradigms tend to ‘thingify’ relations
into ‘things’ and ‘entities’ (Barad, 2003). We accept these
conventions as central to data reuse practices and imagin-
aries, because they reclassify data as isolated and manage-
able entities (Alaimo and Kallinikos, 2020) that are
amenable to the separation of ‘object’ from ‘subject’. This
separation is justified by a Neoplatonic (McQuillan 2018)
framing of data science as a domain-independent science
that can unlock patterns and puzzles across all sectors and
scientific fields (Ribes et al., 2019). As David Ribes et al.
(2019) assert, the idea that machine learning is an effective
form of science that can be applied on a general level is
informed by an understanding of data science as either
‘emptied’ of domain knowledge or as a method that has
assembled enough specific domain knowledge.
Pre-trained algorithms that are void of domain-specific
content in the early layers may transition more smoothly
to new domains, where adjustment and modification can
take place in situ (Ribes et al., 2019). During the
COVID-19 pandemic, for example, collaborations
between DeepMind and the UK Government focused on
repurposing ‘off the shelf’ models that could be ‘hacked
for use in the NHS’. In such cases, the building of a
model involves the hacking and reuse of multiple other con-
figurations of data and algorithms.

This concept of machine learning as ‘empty’ results in
the practice of ‘prospecting’ within data science, involving

‘the work of rendering data, knowledge, expertise and prac-
tices of worldly domains available or amenable to engagement
with data scientific method and epistemology.’ (Slota et al.,
2020: 1). To achieve the universalizing properties that can
accommodate ‘seamless’ (Slota et al., 2020: 2) data reuse,
all domain-specific markers and characteristics must be
stripped off. Hence, the choice of method (i.e. data analytics
technique) is reduced to the determination of the structural
quality of a dataset (images, text, numbers, audio, etc.), and
matching it to a suitable analytics technique (e.g. natural lan-
guage processing in the case of textual data). In effect, it is this
performative practice of separation and representation that is
inherent in the incessant demand for more data, models, soft-
ware and reuse practices that is evident in the contemporary
push for data reuse (Slota et al., 2020; see also Fourcade
and Johns, 2020 for a similar argument). These practices
render entanglements irrelevant and invisible. Let us
examine some empirical examples to show how these reuse
practices of separation and representation become supported,
solidified and institutionalized.

First, there are the emergent infrastructures that support
the parcelling, modularizing and sharing of data, code and
models across disciplinary and institutional boundaries.
One of the most significant propellers of the reuse ethos
is the open source movement, which has worked to create
an ecosystem of data infrastructures and practices that
allow for new machine learning technologies continuously
‘assembled from existing, reusable’ data (Burke, 2019).
This ethos has in recent times in particular been enabled
by dataset sharing sites such as Figshare (Plantin et al.,
2018) and coding and software libraries such as
TensorFlow, Github and PyTorch. Platforms that are
often guided by the tenets of open source, and that function
as collaborative ‘community’ spaces that allow developers
to ‘tinker’ and experiment with data and models as well
as share new datasets and models. These infrastructures
have both been credited with democratizing AI, and facili-
tating the development of technology for non-computer
scientists (Coldicutt, 2018). At the same time, scholars
have also recently pointed to their embedding in more cen-
tralized infrastructures such as Microsoft (Github) (Franco,
2022), TensorFlow (Google (Hoijtink and Planqué-van
Hardeveld, 2022) and PyTorch (Facebook). As such,
these sites inhabit and actively co-create grey areas of
reuse between community, corporations and state that sim-
ultaneously espouse open source ideologies and platformi-
zation tendencies. While such positions exists at opposite
ends of the spectrum, they nevertheless share the sentiment
that data and models are entities that can – and should – be
modularized, shared and repurposed. Data repositories and
software libraries have thus positioned themselves as
crucial nodal points within ‘the multiple components and
actors organizing data sharing’ by offering a comprehen-
sive, flexible ecosystem of tools, libraries and community
resources that allow them to ‘reach out to’ and ‘link
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together’ otherwise scattered actors and institutions of
machine learning infrastructures (Plantin et al., 2018).

Second, we can examine how these emergent digital
infrastructures facilitate new arrangements and meanings
of ‘reuse’ in deep learning techniques and architectures
that reify and undermine linear and parcelled imaginaries
of reuse. Examples of these include the deep learning
cloud services provided by hyperscalers, such as Amazon
Web Services (AWS) and Microsoft Azure or the deep
learning processes that occur in tech platforms such as
Meta (Narayan, 2022). Much has been written on the
privacy implications of the data sharing that occur within
these architectures. We, however, are more interested in
the new dynamics of reuse that they facilitate and the impli-
cations of these dynamics on our understanding of the
ethics and politics of reuse in an expanded sense. As
Amoore (2020) asserts, deep learning should be understood
as architectures that incessantly and recursively enable data
and algorithms to meet and entangle in particular ways. The
privacy engineer at Facebook (now Meta) cited earlier
reflects the implications of this architecture in his descrip-
tion of the difficulties associated with withdrawing, isolat-
ing and controlling data, when he notes: ‘You pour that
ink into a lake of water (our open data systems; our open
culture) … and it flows … everywhere. How do you put
that ink back in the bottle? How do you organize it again,
such that it only flows to the allowed places in the lake?’
Thus, these entanglements mean that not only is it impos-
sible to isolate data and trace it back along its pathways,
but each exposure also changes the models they interact
with which is exactly what is implied by the conceptual
framework of entanglement.

Foregrounding the entangled nature of data reuse dis-
avows the idea that humans, data and algorithms can be dis-
cerned as separate individual agencies that precede
interaction. Instead, it assumes their existence as entangle-
ments in which humans, data and algorithms become mutu-
ally constitutive (Barad, 2007). In his study on the use of
alternative data sources in the credit scoring practices of
banks, Aitken (2017) highlighted this issue of iteration in
the machinic processing of big data that is not intuitively
relatable to the problem at hand (i.e. credit scoring). For
instance, Aitken writes the following in relation to banks’
reuse and repurposing of non-credit-related data:

“Alternative credit scores are far removed from any form of
human sight and are, rather, reliant on technologies and
mediations (data ingestion mechanisms, algorithmic
design, predictive modelling and pattern recognition,
machine learning of all types) which operate in spaces
which are quite distant from human senses. The trace of
these processes that are perceptible to human vision—a
final calculative score—is only made visible, can only be
seen at all, after opaque processes of aggregation and trans-
lation.” (Aitken, 2017: 287–288).

Aitken highlights the iterative dynamics of machine
learning entanglements, and how its repetitive moments
are less marked by fixed sets of processes (despite the
assembly line-like connotation invoked by discourses on
data supply chains), and more by the continual and
opaque reworkings by both human and non-human agen-
cies (on alternative data reuse in finance, see Hansen and
Borch, 2022). These reworkings produce ongoing materia-
lizations of machine learning entanglements in an open (but
not arbitrary) temporal process, wherein the reuse entangle-
ments of machine learning materialize in intra-action with
other material-discursive apparatuses (Barad, 2007).

Combined, the three examples outlined above show how
contemporary data science discursively reinforces, but
materially undermines the idea that reuse entanglements
are entities that can be spatially traced from origin to end-
point and – if found to be problematic – deleted at will.
Indeed, it is all but impossible to define what is novel
about contemporary machine learning without some notion
of a reuse of data that exceeds the knowledge that is
present in linear or sequential rules. Consider, for example,
the common computer science assertion that historical
‘hard coded’ or ‘handcrafted’ rules-based systems ‘faced dif-
ficulties because people struggle to devise formal rules with
enough complexity to accurately describe the world’
(Chollet, 2018: 2). The precise computational and social
problem that machine learning addresses, then, gives rise
to its definition in terms of “systems that have the ability to
acquire their own knowledge [learning] by extracting pat-
terns from data”. To define contemporary machine learning
in this way – and notwithstanding the multiple and compet-
ing forms of machine learning architectures – as a set of
inductive computational practices in which data affords
knowledge beyond deductive rules, does undermine a
linear notion of data reuse. Put simply, machine learning
definitively requires the entanglement of data with model
in order to function (and to iteratively update its functions).

Thus, although reuse strategies display an understanding of
machine learning elements such as data, code and models as
discrete and ‘closed boxes’ that can be managed, coalesced
and held separately, reuse practices in machine learning
show that these elements are mutually constitutive in recur-
sively unfolding ways. Amoore describes how algorithmic
systems ‘modify themselves in and through their recursive
relations to input data’ (2020) in such a way that ‘[l]ittle
pieces of past patterns enter a training dataset and teach the
algorithm new things … on and on iteratively, recursively
making future worlds’. For example, the use of machine learn-
ing in biomedical imaging and radiology implies not merely
the training of models on the data of past images, but rather,
the generation of new images of potential objects of concern
to extract features across multiple data sources that are not
strictly present in any single specific original image, nor in
hard-coded rules. Though there are many different machine
learning architectures involved in a problem such as
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biomedical image classification, in all cases the model’s archi-
tecture also requires that it reuses the data that it does itself
generate. For example, in the now ubiquitous backpropaga-
tion algorithm, the model repeatedly modifies the weights
on the connections so as to minimise the difference between
actual output vector and desired output (Goodfellow et al.,
2016: 202). In short, machine learning could never simply
reuse data in its input layers, for it must also generate data
for reuse via each pass through the layers – this data itself
intimately entangled with outputs. This implies that machine
learning does not simply reuse individual and intact past
data, but rather, decomposes and recomposes data into non-
linear and iterative forms that far exceed the ‘import’ of
data to be reused as input.

The form of iterative learning outlined here shapes the con-
ditions of machine learning entanglements, involving continu-
ous cycles of learning that repeat and modify without an end
purpose in mind, beyond the experimental process.
Moreover, as the next section points out, it also engenders a
new politics of reuse which must be understood not in linear
and isolated terms, but rather as recursive entanglements
between data, models and more-than-human systems.

The politics of reuse entanglements in
machine learning systems: Towards a
recursive understanding of reuse
How might we understand reuse entanglements in not only
technical, but also political terms? As exemplified by fem-
inist perspectives, the very act of designating something or
someone as amenable for use and reuse is a gesture imbued
with politics. In her work, ‘What’s the use?’, Ahmed (2019)
examines the politics of these ‘use’ gestures by exploring
how using, not using, or being put to use shapes our
encounters with the world. Crucially, Ahmed explores the
rhetoric of ‘function’ and its role in colonial and racialized
capitalism, identifying how markets have historically
divided and organized objects, and subjects and communi-
ties into useable or non-useable discrete entities that are
amenable to value extraction and biopolitical control.
Although Ahmed’s work does not directly address digital
aspects, her exploration of the genealogies and technologies
of use offers a crucial expansion of the politics of use
beyond the benevolent optimism of open science. She
reminds us that utilitarian justifications of data reuse in
industrial and policy discourses often also reproduce the
binary idea of usefulness/uselessness, and shows how
these ideas conceal deeper mechanisms of potential individ-
ual and institutional violence. An example is the utilitarian
imperative of not letting ‘data go to waste’, and the implied
assumption of data capitalism that ‘data exhaust’ is an entity
that can and should be freely extracted and exploited for
financial gains. Such perspectives can help us to appropriate
data reuse strategies by echoing older social philosophies of

utility, which were integral to the justification and natural-
ization of the social orders of colonialism and industrial
capitalism for capitalist extraction via labour exploitation
and colonial subjectification. Ahmed’s perspectives thus
resonate with contemporary works on data justice that
emphasize gendered, racializing and colonial dimensions
of contemporary machine learning systems (Cifor et al.,
2019; Hoffmann, 2020; Thatcher et al., 2016). Moreover,
they facilitate an understanding of how discussions on the
appropriate use, reuse and maintenance of data consider
‘how data comes into being’ (Radin, 2017) and how ‘new
types of technology’ are imbued with ‘old social harms’
(Sutherland, 2019). It also sheds light on the politics of
framing data as a wasteland that can be cultivated into
new property via algorithmic uses (Thylstrup, 2019).

At a deeper level, we also need to assess the political ges-
tures of utilitarianism within a broader set of epistemic and
political transformations as states and societies begin to under-
stand themselves and their problems using deep neural
network algorithms (Amoore, 2022). Political debates on
reuse have focused predominantly on how data is reused for
new purposes and in new policy domains that emphasize
the transparency of the purpose of data collection, storage,
or processing. In the UK, for example, the government is
attempting tomake all general practice health records available
for reuse by researchers and commercial organizations
(Kamlana, 2021). However, although primary public and
scholarly concerns related to the widespread reuse of health
data have been expressed in terms of the repurposing of data
for new and unspecified uses, the value to the government
and commercial interests is also algorithmic. Access to the
world’s largest and most structured health dataset is also a
route to building and refining machine learning models that
cluster and target the patterns of a population. For this
reason, it is increasingly important to understand how the
reuse of data necessarily also implies the reuse and refinement
of specific machine learning models. For the private technol-
ogy companies involved in the reuse of public data, such as
Palantir and AWS, the value of data reuse is deeply enmeshed
with the value of recalibrated and repurposed algorithms.

As entangled configurations of algorithms and data, the
parameters of machine learning models are continually
being rearranged and reassembled (Amoore, 2020;
Seaver, 2017; Suchman, 2007). In this sense, the use of a
machine learning algorithm also entails the reuse of other
entities – past encounters with training datasets, the
weights and parameters of a previous iteration, the back
propagation of errors and the data inputs of a trial of the
system (Agostinho, 2018). Consider, for example, how
the neural networks for autonomous vehicles learn to
respond to situations (unknown scenarios, un-encountered
dangers) that were not encountered in the training data.
As neural networks become increasingly adept at flexibly
adapting to new situations, they are able ‘to reuse the
latest models and their building blocks’ to address
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complex problems such as speech and object recognition
(Bengio et al., 2021). Bengio et al. also suggest that one
of the fundamental questions in computer science is ‘how
could we endow neural networks with the ability to adapt
quickly to new settings, by mostly reusing already known
pieces of knowledge?’ (2021: 63). In the practice of con-
temporary computer science, the idea of reuse far exceeds
the repurposing of data and advances a logic of reuse that
facilitates generalization to new problems based on the
entangled fragments of data. In short, for machine learning,
reuse is a crucial idea because it enables the generative use
and application of partial knowledge (patterns, clusters,
parameters) to unknown and uncertain situations.

It is worth reflecting on the political implications of
reusing a machine learning model from the perspective of
computer science, wherein similar computational projects
can be redeployed in different domains. ‘Rather than train
a new model from scratch for a new application’, writes
Kelleher, ‘we would rather repurpose models that have
been trained on a similar task’ so that ‘it is possible to
reuse the early layers of pre-trained CNNs across multiple
image processing projects’ (2019: 236). In this vision of the
reuse of layers within a convolutional neural network, the pre-
trained model learns from its previous exposures to image data-
sets, such that the residue of those data, images, weights and
features remain lodged within the model as it is reused in a
new domain. Even as the algorithm adapts to its new use,
the traces of what it has learned based on its prior application
determine how it behaves in the new domain. Thus, to reuse an
algorithmic model in computer science is to bridge the gap
between the universal (the common task or problem) and the
particular (the specific instantiation of a new application). In
this computational framework, however, there is also a
deeply political process of constitution and implementation.
The reuse of the layers of a neural network entails the creation
and distribution of representations of the world in which the
algorithm is deployed.

Concluding remarks
The impetus for data reuse in governments and industries
relies on linear frameworks of traceability, transparency
and control. However, as this article shows, machine learn-
ing generates reuse entanglements. These entanglements
are enabled by platformed economies and deep learning
processes, and they give rise to new taxonomies, practices
and political dynamics.

Given that machine learning algorithms are designed to
benefit from reuse, to leverage and learn from every fragment of
data, they also actively self-generate as reusable entities. These
reuse entanglements cannot be reduced to an instrumental rela-
tionship of ‘master’ to ‘tool’, but are closer to generative relations
that decide who gets what, what is valuable, what is not and how
an entity becomes available for use, or not. It is within these gen-
erative reuse practices, and the infrastructures and architectures

that enable them, that one may identify the politics of reuse.
These perspectives on the entanglement between data, algo-
rithms and more-than-human environments highlight the need
to expand analyses of the politics of data reuse beyond the
bounded assessments of ‘data’ and ‘algorithms’ toward a more
enmeshed framework of reuse entanglements.

Significantly, shifting the analytics from data reuse to
reuse entanglements sheds light on the limitations of forms
of governance that rely on transparency and traceability, as
well as the seemingly benign premises of ‘open science’. To
shift the focus from data reuse to reuse entanglements multi-
plies the points of potential critique. This is meaningful, first,
because it complicates the linear and discrete understanding
of data reuse that underpin emerging ‘data supply chain’ ima-
ginaries, allowing us instead to understand data entities as phe-
nomena that emerge within, and are contingent upon, the
techno-scientific apparatus in which they appear. Second,
and relatedly, it helps us to understand how machine learning
regimes do not simply reuse individual and intact previous
data, but rather decompose and recompose data into non-linear
and iterative forms. And third, and finally, such insights have
the potential to foster a new potential for ethics and the politics
of reuse and introduce broader questions about why and how
requirements related to usefulness are imposed on data, and
why thinking about these matters might matter beyond mere
utilitarian purposes.
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