Concurrent Spoofing-Jamming Attack in Massive
MIMO Systems with a Full-Duplex Multi-Antenna
Eavesdropper

Mahmoud Alageli, Aissa Ikhlef, Senior Member, IEEE, and Jonathon Chambers, Fellow, IEEE

Abstract—In this paper, we evaluate the ultimate severity of
a concurrent spoofing-jamming un-detected attack from a full-
duplex (FD) multi-antenna eavesdropper (EV) on a legitimate
user equipment (UE) in a massive multiple-input multiple-
output (MIMO) system. The FD EV can concurrently exploit
its antennas to spoof one UE pilot and to estimate its link to
the same UE in the uplink, and then to eavesdrop the UE’s data
and perform directional jamming in the downlink. From the
perspective of the EV, we derive an expression for the ergodic
rate difference, which is general for any possible overlap between
spoofing and jamming antenna subsets. Residual spoofing and
jamming self-interferences and their statistical dependencies are
accounted for in the derived expression. The EV optimizes the
trade-off between both spoofing-jamming powers, and antenna
subsets to minimize the ergodic rate difference. Numerical results
show that the EV is capable of destroying the security of the
legitimate communication with a small number of antennas and
a power budget equal to that of the attacked UE. The severity of
the attack depends on the EV’s knowledge of the power allocation
strategies used at the base station (BS).

Index Terms—Full-duplex, active eavesdropping, physical-
layer security, spoofing, jamming, massive MIMO.

I. INTRODUCTION

Recently, massive multiple-input multiple-output (MIMO)
systems have proved effectiveness in providing high data
rates to a large number of users [1]. However, restricting
channel estimation to the uplink phase — due to the large
antenna array at the transmitter — makes massive MIMO
systems vulnerable to hacking by active spoofing attacks.
Active attacks can target both the uplink and downlink phases
by spoofing the attacked information user via transmitting a
signal identical to its training sequences, and jamming data
transmission intended for the attacked user, respectively. A
considerable body of research has considered improving the
security against active attacks by implementing information-
theoretic and physical-layer designs [2]-[4]. The authors in
[2] proposed suppressing jamming in the uplink transmission
by utilizing spatial correlation of the jammer’s channel. In [3],
joint power control for artificial noise and the data signal were
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used to enhance the secrecy rate in massive MIMO networks
under active spoofing attack of an energy harvester. Different
types of artificial noise precoders were investigated in [4] to
enhance the secrecy rate of the attacked user.

The aforementioned works considered the active attack from
the service provider’s point of view; however, considering the
problem from the attacker’s point of view is also important
to quantify how severe the active malicious attack can be. In
this paper, we investigate the impact of a full-duplex (FD)
multi-antenna active EV whose antennas have simultaneous
transmit and receive (STAR)! capability. The FD EV exploits
this STAR capability along with digital self-interference can-
cellation [11]-[13] to attempt two concurrent attacks during
each transmission phase against a certain UE in a massive
MIMO system that lacks active attack detection capabilities
or its detection algorithm fails. The concurrent attacks are:
1) Spoofing the training sequences of the attacked UE, and
estimating the channel between the attacked UE and the EV
during the channel estimation phase; 2) Eavesdropping the data
intended for the attacked UE and jamming signal reception at
the attacked UE during downlink transmission.

A. Related works

Having an insight into the capabilities of malicious active
intruders is of paramount importance for improving secrecy
design in wireless networks. This direction of research has
attracted the research community, particularly, for adversary
FD active attack (illegitimate attack) [14]-[16] and proactive
FD active attack (legitimate attack) [17] . In [14], the FD EV
estimates its channel to the legitimate transmitter and receiver
during the channel training phase, then, uses this knowledge
to simultaneously eavesdrop the transmitter data and jam the
receiver using distinct antenna subsets. The authors in [15]
assumed a jammer equipped with a massive antenna array.
The jammer relies on reciprocity to estimate its channel to
a legitimate user, then uses this estimate to direct jamming
and destroy legitimate communication. More recently, in [17],
the proactive spoofing-jamming attack, which is similar to the
adversary attack but on suspicious users, has been considered.
Complete self-interference cancellation and perfect channel
knowledge are assumed by the cooperative FD spoofing and

IThe STAR implementation relies on either a concentric-antenna config-
uration based on cross polarization antenna isolation [5]-[7] or a single-
antenna configuration based on multiple-port circulator for isolating transmit
and receive signals [8]-[11].



jamming hardware which are at separate locations. The spoof-
ing nodes receive, manipulate, and forward the signal between
two suspicious data users. Destructive relaying and jamming
by spoofing and jamming nodes are cooperatively optimized.

B. Contributions

Given the existing works, and to the best of the authors’
knowledge, the FD EV performing concurrent pilot spoofing
and jamming-channel estimation in a massive MIMO system
has not been considered in the literature. Employing this new
type of concurrent attack using STAR antennas for both spoof-
ing and jamming increases the attack severity and introduces
a challenge in analyzing the correlated spoofing and jamming
self-interferences. Next, we present our main contributions in
relation to some relevant existing works

o From the system model perspective, all previous works
have considered the active attack as being accomplished
in orthogonal phases where the analysis deals with sta-
tistically independent signals. For example, in [14] the
adversary EV takes advantage of legitimate downlink
training to estimate the eavesdropping and jamming
channels. During the downlink data phase (which is
orthogonal to the training phase), the EV performs data
eavesdropping and jamming towards the legitimate re-
ceiver. Both received data signal and jamming are sta-
tistically independent. However, in our work, due to the
FD concurrent attacks, the eavesdropped signal, jamming
and spoofing self-interferences are statistically dependent.
The analyses take into account the non-zero mean and
the dependencies between spoofing and jamming self-
interference sub-channels. To the best of our knowledge,
and at least for the FD active EV, such system model and
analyses have not been undertaken in the literature.

o All existing works of active eavesdropping attack
adopt simplified assumptions when dealing with self-
interference at the full-duplex EV. For example, a per-
fect self-interfernce cancellation was assumed in [18].
The works in [14], [19] omitted the analysis of self-
interference cancellation by assuming a given value of
the self-interference impact. Also, the work in [20] has
omitted both self-interference channel estimation and
self-interference cancellation. The instantaneous impact
of self-interference was obtained based on a given realiza-
tion of self-interference channel. However, in our work,
we perform rigorous analyses to calculate the statistics
of residual self-interferences (spoofing and jamming self-
interference) based on a practical model of the self-
interference channel that follows the Rician distribution.
The analyses take into account the non-zero mean and
the dependencies between spoofing and jamming self-
interference sub-channels.

o« We propose a max-min algorithm at the base station
(BS) to control the power allocated to the UEs. Also,
we propose the optimizing of the active attack by the EV
under three different cases: In the first case, the EV is
aware of the optimized power allocation at the BS. In the
second case, the EV is aware of equal power allocation

H Spoofing self-interference channel

H; Jamming self-interference channel

I
|:| Spoofing antennas (Ur)
I
Jamming antennas (U4;)
BS | UE; |

W v =to
~--

LAVAN

XX

XX

__ Training

XXX

XY
o

s

7;:—.7“““:—;“—;;
egitimaty Teception ™ ™~

(X
/
A

XXX
X0
s
M Y
Emy

%
(X0

X

X

Fig. 1. An illustration of the proposed concurrent
spoofing-jamming attack with a full-duplex EV.

at the BS. In the third case, the EV is unaware of the
optimized power allocation at the BS and assumes equal
power allocation at the BS.

Notation: Vectors and matrices are denoted by boldface lower
case and upper case letters, respectively. Iy is the N x N
identity matrix, and 1, is the M x 1 vector with all entries
equal to one. In and 1p; might be written as I and 1,
respectively, with dimensionality implied by context. diag(S')
is a column vector whose entries are the diagonal entries of
matrix S. Diag(S) is a matrix whose entries are zero except
the diagonal entries which are the same as the diagonal entries
of matrix S. The operators (-)T, ()&, tr(-), log,(-), ()%, | -],
and || - || denote the transpose, conjugate transpose, trace of
a matrix, logarithm to base 2, the complex conjugate, the
absolute value, and the Euclidean norm, respectively. R™*"
denotes the set of all real symmetric m x n matrices. C™*™
denotes the set of all complex m x n matrices. € ~ CN(0,X)
denotes a circularly symmetric complex Gaussian random
vector © with zero mean and covariance matrix 3. E[z]
and var(z) denote the expected value and the variance of
x, respectively. {a,} denotes a set of all vectors indexed
by n. |[Uz| denotes the cardinality of set U7. Uy N U7 and
U 7 UUT denote intersection and union of the sets /7 and U,
respectively. S M~ and M denote sub-matrices that span the
first M columns and the last M columns of S, respectively.

-\ + .
S M and 8 M denote sub-matrices that span the first M

rows and the last M rows of S, respectively. f(N) Ny

is equivalent to limy_, o f(N) = a.

II. SYSTEM MODEL

As illustrated in Fig. 1, we consider the downlink of a
single-cell massive MIMO system consisting of a BS equipped
with a large number of antennas N, M single-antenna UEs,
{UE;}, i = 1,2,..., M, and an FD active EV equipped with
K antennas. The EV antennas have STAR capability and
are used to illegitimately and actively eavesdrop and decode
the information signal intended for a certain (attacked) UE,
and to jam the attacked UE at the same time. During the
uplink training phase, the FD EV performs two simultaneous
tasks: 1) Transmits a copy of the training sequence of the



UE under attack, UE,,, m € {1, 2, ..., M}, via a subset
of its antennas, Up, such that the BS estimates the uplink
composite channel coefficients — which are equivalent to the
downlink channel coefficients based on channel reciprocity in
the time division duplexing mode — of both the UE,,, channel
and the channel(s) of the EV Up antenna(s); 2) Utilizes
the received training from the targeted UE to estimate the
channel(s) between the EV /; antenna(s) and UE,,. In the
downlink transmission phase, the EV utilizes the estimated
channel(s) of the {{; antenna(s) to perform jamming towards
UE,,,. Therefore, the FD EV attempts two concurrent attacks:
active eavesdropping and jamming. We assume that the BS
is unaware of the EV’s active attack. This assumption can
be justified by the lack or the non-accurate spoofing detection
capabilities at the BS. Also, by this assumption, we restrict our
focus to the attack from the knowledgeable EV’s perspective,
and make the pessimistic scenario that gives an insight into the
ultimate severity of the proposed active attack, which is the
main goal of this paper’. For simplicity, we assume that the
EV attacks one UE noting that the corresponding analysis can
be extended to the case of attacking multiple UEs. In contrast
to some of the existing works that introduce pilot spoofing
and jamming by two separate nodes [21], we assume a single
FD EV performing concurrent pilot spoofing and jamming-
channel estimation which introduces a new challenge in ana-
lyzing correlated spoofing and jamming self-interferences.
The locations of the BS, EV, and UEs are assumed to
be within a highly scattered environment in which there is
no dominant line-of-sight (LoS) propagation path between
the transmitter and receiver pair. The EV and UEs are of
slow mobility and the signal pulse duration is long enough
to ensure the assumption of a flat slow fading signal whose
envelope follows a Rayleigh distribution [22, Chapter 4],
[23, Chapter 3]. Let h; € CN*! ~ CN(0, B:I N)= \/Bih;
denote the uplink channel vector between UE; and the
BS, where 3; is a real positive scalar that represents
the large-scale fading, and h; € CN*1 ~ CN(0,Iy) rep-
resents the small-scale fading. G = [g;, g9, .-, g‘uﬂ],
g, € CVXL ~ CN(0, BIN) = /Be@y, denotes the chan-
nel matrix between the U7 antenna(s) of the EV and the BS,
where [, is a real positive scalar that represents the large-scale
fading, and g, € CV*! ~ CN(0, I ) represents the small-
scale fading. f; € CHM/IX1 ~ CN(0, Bed,) = V/Be Fi
denotes the channel between the I/; antenna(s) of the EV and
UE;, where (3., is a real positive scalar that represents the
large-scale fading, and f, € CH7IX1 ~ CA/(0, Iyy,) rep-
resents the small-scale fading. H € CKX*X denotes the sym-
metrical (uplink is equivalent to downlink) self-interference
channel matrix of the EV, i.e., the kth column (which is
equivalent to the kth row) of H that represents the channel
response between the kth antenna and all K antennas of the
EV. The distribution of H is discussed in Subsection II-B.

2The direction of research that focuses on understanding the abilities of the
illegitimate attack adversaries has attracted wide attention from the research
community [14]-[17]. The assumption of a knowledgeable EV and performing
analyses from the perspective of the illegitimate attack side are crucial
in quantifying the ultimate severity and are useful for designing potential
countermeasures.

A. Uplink UE Channel Estimation

We assume that the user channels exhibit block fading, i.e.,
the channels remain constant over a coherence time-block and
change independently from one block to another. Over each
coherence time-block, the transmission occurs across two time
slots: Ty = 7 T for uplink training sequence transmission,
where T is the duration of the transmitted symbol and
Tp = (Q — 7) Ts for downlink data transmission, where
@ is the total transmitted symbols per coherence time-block.
During the uplink training phase, a pilot training sequence
is sent from each UE with an average power P;. The EV
sends a copy of the training sequence of UE,, via a subset
of its antennas, U, using part of its total energy, F, that
results in an average power of %, where 0 < ¢ < 1 and E
is the total (per time-block) energy available at the EV. The
remaining energy (1 — ¢)E is used for transmitting jamming
via another antenna subset, I/, with an average power %
Although training and jamming happen at orthogonal time
slots, the EV still needs to decide how to share its limited
energy between training and jamming. The jamming signal
is beamformed towards the attacked UE. Based on the STAR
property of the EV antennas, the same antenna(s) might belong
to both sets such that U; N Ur = Up, i.e., Up antennas
are used simultaneously for both information decoding and
jamming. The energies allocated for both transmissions of the
EV constitute its total energy, i.e., F + (1 — ¢)E = E. The
training sequences of {UE,}, {1, € C™*1}, are assumed to
be orthogonal such that win/Jj = 0;,;7, where §;; = 1 if
i = j and d; ; = O otherwise. The received training signal at
the BS is

M
E
Y eCVT =VP Y hapl + ¢

Ur|Ty

¥y, + N,
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keUr
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where N € CV*7 is the additive noise matrix with entries
following the distribution CA/(0, o7). Since the BS is unaware
of the active-spoofing attack; i.e., the BS assumes Y in (1)
without the second (spoofing) term; the minimum mean square
error (MMSE) estimate of h,, ﬁz = C; Y], is given as

N E *
hz‘:Ci T\/ﬁjhi-i-T(Si,m Lngﬁ-Nl/’Z ) (2)
UrTy |,
cUr
C; = 52'7\/1?27 3)
TBiPr + o}

where C; is the MMSE estimation coefficient. UE,,, is the
attacked UE. The results in (2)-(3) follow from standard chan-
nel estimation theory [24], [25]. The estimations of the self-
interference channel, H, and the jamming channel f,,, are
left to be discussed in Subsections II-B and II-C, respectively.

B. Self-Interference Channel Estimation

For the STAR antennas of the EV, we assume the single-
antenna configuration with 3-port circulator and a cascaded
analog-digital interference-cancellation algorithm as in [11]-
[13].



The analog cancellation is optimized for every single-
antenna transceiver. Briefly, the analog cancellation is based on
the subtraction of a linearly pre-processed version of the trans-
mitted signal (measured at the transmit port of the circulator)
from the input signal at the receiving port. The linear pre-
processing of the subtractive signal is optimized to cancel the
effect of transmit signal leakage from the circulator’s transmit
port to the receive port. For more details, please refer to
the references [11]-[13]. The analog cancellation preserves
the linearity of self-interference. After analog cancellation,
the self-interference channel, H, follows the widely adopted
model of Rician distribution with large K-factor due to small
LoS antenna separation [13], [26]. Therefore, [H];; is mod-
elled as

_ 3. L2md; g _
[H)i,; = H% (\/ Kipe?77 X + hi,l) , @

where j 2 /1, d; is the separation between the ith and the
Ith antennas, A is the carrier wavelength, K ; is the K-factor,
;.1 is the large-scale fading, and h; ; ~ CN(0,1) is the non-
line-of-sight (NLoS) small scale fading. For [ = i; K ; = oo,

di; = 0 and then [HJ;; = {/B;, represents the circulator
isolation gain (after analog cancellation) of the ith antenna.

It has been shown that the K-factor is very large for antenna
separation of less than 1 m [13], [26], [27]. For example, the
experimental results in [13] show that the value of the K-factor
for antenna separation between 10 cm and 40 cm is between
25 dB and 40 dB, i.e., the channel is largely dependent on
the LoS component. This encourages the assumption that the
coherence time of H is much larger than the coherence time
of {g,} and {f,}. This large coherence time allows the EV
to estimate its self-interference channel in a stage prior to
the uplink channel estimation and to exploit the calculated
estimate in later digital self-interference cancellation.

The second stage of digital self-interference cancellation
requires an estimate of the self-interference channel, H. First,
we introduce two different types of self-interference (and
self-interference sub-channels) at the EV resulting from two
transmissions:

1) The EV spoofing transmission (during uplink) that
causes spoofing self-interference on the received training
signal from UE,,. In this type, U antennas of the
EV transmit the training (spoofing) signal that interferes
with the UE,,’s training signal received at the antenna
subset U/; of the EV. The spoofing self-interference
channel Hyp € CHsIXIUrl (that could be a matrix,
a vector, or a scalar) is optimally chosen, as will be
justified later, to be the bottom-left |U/;| x |Ur| sub-
matrix of H.

2) The EV jamming transmission (during downlink) that
causes jamming self-interference on the received infor-
mation signal from the BS. In this type, {/; antennas
of the EV transmit jamming that interferes with the re-
ceived information signal at the antenna subset 7. The
jamming self-interference channel H ; € ClUr|xItsl
(that could be a matrix, a vector, or a scalar) is optimally
chosen, as will be justified later, to be the top-right

lUr| x |Us| sub-matrix of H. H can be written as

- [A H,| _ [AT A7
H= {Az AJ B |:I_'IT A%’ ©
Hr=Hj, O

where {A;} are matrices (A; might be a matrix, vector
or scalar) that complete the entries of H. Since the self-
interference within each subset does not affect the performance
of the EV, then the EV only opts to reduce the self-interference
caused by one subset of antennas on the other subset of
antennas by reducing the average LoS distances from the
antennas in one subset to the antennas in the other subset.
Intuitively, this is optimally achieved when the antennas within
each subset are consecutive and the subsets are at the sides
of the linear antenna array °. The EV performs one training
pass across all antennas by using the training signal matrix
I € CK*1 TTH = nIk, and 7 is the length of training
sequence transmitted by each antenna. The kth row in I rep-
resents the training sequence transmitted by the kth antenna.
The received training signal at the EV, Y; € CE*n and its
projection on T, Y T2, are given as

Ysi: \/P@i ﬂF+Ne7 (73)
Y T =nvPuH + NI, (7b)

where P,; is the average training power. N, € CKX7 is
the additive noise matrix with entries following the distri-
bution CN(0,02). Now, the transmitted spoofing signal by
U; antennas is received and projected at Uy antennas as
Y ; € ClUrlxltsl; and the transmitted spoofing signal by
Ur antennas is received and projected at Uf; antennas as
Y, € CUsIxUrl 'y ; and Y are obtained by matrix
cropping as*

— H _
Y, :YSZ.‘MTlI‘ﬂM"‘ =nvPsH;+ Ny, (8a)
g H _
Yr= Y;lu"lI‘ Url™ = nv/Py; Hr + N, (8b)
- H
where N; € ClHrxtsl = N, Urlp™Us 1™ and Np €

+ —“jur . .
Clsixlurl — NP U™ gre the projected noise ma-

trix/vector at U and U; with zero mean and 7703 variance
entries, rqspectively. Using (8a) and (8b), thg MMASE estimate
of Hj, H j; and the MMSE estimates of Hp, H, are

H;=C,;Y,;=C,(nWPsH;+N,), (%a)
Hr=Cr Yr=Cr (nWPi Hr + Nr), (9b)
where
Cy e CHrI¥Url — JPUR, (nPuRy +Uslo?T) ™", (10a)

3Please note that considering channel realization for selecting U/ and Uy
antennas is not relevant since the EV is optimizing the ergodic eavesdropping
performance, and also, only the statistical channel values are available at the
uplink (attacking) phase.

4For self-interference caqcellation, the EV only needs to estimate the whole
self-interference channel, H, and use it to cancel the self-interference at all
antennas. The details that explain the sub-channel estimates are provided to
facilitate deriving the residual self-interference statistical values in (15) and
(29) which are required by the EV to optimize its active attack.



Cp e CUIxUsl — /P Ry (nPsz‘RT + |UT|U§I)71 , (10b)
o [Ur| ~
[RT e cMIxMil — g [HTHII{H =iy Z Bkt
il 1
U | ] 27 (dyy iy k= (D). b
1 _ 5” Z Bn(z) k/Bn kKn(z),kKn(l),k e_jw
Koy +1) (Kn@ e +1)
(10c)

(U]
[RJ c clurlxlur _ g [ILH?H = ZB@”(MJ’_

Uyl

—”Z

(di,n(k)*dzm,(k))
X

51 n(k)ﬁz n(k) Kin (k) Ki,n(k) o
Kingey + 1) (Kine +1)
(10d)

n(i) = K — (10e)

To facilitate our later analyses of residual self-interference
(inASubsectionAs II-C and II-D), the channel estimation errors,
AH j and AHr, are expressed as

|u,]|+i, t=1, 2 s |L{]|

AH;=H;-H;=C;H; +C,;Ny,,
AIEIT:I:ITffIT :C'T.HT+CTNT,

an
12)

where C; = n/P.;C; —I and Cr = n/P.,Cr — I

Remark 1: Please note that there are no limitations on the
size of Ur and U; antennas. Therefore, the design might
involve an overlap between U7 and U/; antennas, ie., 0 <
|Uo| < K. This potential overlap introduces a challenge in
the statistical analysis of the residual spoofing and jamming
self-interferences as will be seen in Subsection III-B.

C. Jamming Channel Estimation

The EV can rely on its capability of cancelling the spoofing
self-interference to facilitate estimating its channel towards the
attacked UE, f,, (jamming channel). The received signal at ¢/,
antennas of the EV during uplink training and after spoofing

self-interference cancellation is
22 T AH T 11/: + Ne,,
Ur| T !

M
Y. e CPT = VP Y fpl +
i=1
(13)

where N., € C/1X7 s the additive noise matrix
with entries following the distribution CA(0,02). The term

Wl To | o AHTl'rp represents the residual spoofing self-
interference at U; antennas [28], [29]. The MMSE estimate
of f,.. fin. 1s given as

}.m = CemYE'(p:n

E - *
= Cem <T\/P] fm —+ 7 |Z/[f| TUAHTIWTl +NEJ¢m> s
(14a)

1

= Bey VPr (TBep PrI + TRr,, +02I) ",
(14b)

(C\MJ\XIUJ\

c., €

where Rr,, is the second-order non-central moment matrix
of spoofing residual self-interference at ¢/, antennas, and it is

I

I

given as

oF
Ur|Tu

oF
Ur|Tu

Ry, € CHsIxIUsl — E[AHr 117AH) =

8
(Qre (117) + Qra (117)) CF + luTlnaicTC¥>. (15)

For presentation convenience, the expressions of Qr; and
Qrn~ functions, and the details of obtaining the result in (15)
are omitted here, and provided in the Appendix. The second-
order non-central moment matrix of fm is

Rf'm = E[}m} ] - TBENL PI (Tﬂe'm PII + TRTaL + O‘(gI)i

(16)

D. Downlink Transmission and Jamming

The BS employs transmit MF beamforming to direct the
information signal vector Zi\il VDi Wi T, towards the UEs,
where p; is the power allocated to UE;, z; is the information
symbol intended for UE;, with z; ~ CAN (0,1), and w; €
CN*1 = il:/”fllH The EV uses what remains from its power
and its knowledge of fm to jam UE,, by the beamformed
signal

(1-9FE _

W, 2
Tp ’

~ K

ﬁ)me@uﬂxr: fm , (17)

w2 (Ry,,)

~

where 2 CN(0,1) is a random jamming symbol.
E[||®,,2|/?] = 1. By using the design parameters ¢, [U|, |Ur|
and [Uop|, the EV can optimize its dual-active approach of up-
link spoofing and downlink beamformed jamming to achieve a
complex goal of increasing its eavesdropping information rate
while decreasing the information rate of UE,,

Given that UE,, is the UE being attacked, then the received
signals at UE;, y;; and at U antennas of the EV, Y., » are

M
1—-¢)F
vi=Y P hi wjx; + %ﬁ@mz+nu
- D
J=1
18
y,, € ClHrixt = o
(1—0)E (19)

M

Z\/}TjGT'wjxj—i— AﬁJ@mz+n7
j=1

where n; ~ CN(0,02) and n ~ CN(0,021) are the noise

at UE; and Ur antennas of the EV, respectively. The term

Tp

(-9)F ¢ AH; w,, 2 represents the residual jamming self-
interference at U antennas of the EV [28], [29].

Remark 2: The assumption that the spoofing and jamming
antennas might be mutually overlapping is made in order
to consider the most general case for the proposed FD EV,
and therefore, to ensure quantifying the ultimate severity of
the active concurrent attack. This assumption implies the
existence of a common part of entries between the spoofing
self-interference channel, H, and jamming self-interference
channel, H ;. Consequently, the analysis needs to take into
account the statistical dependencies involved in Rr ;; the
variance of the sum of residual jamming self-interference at



Ur antennas, c,,; and the variance of jamming at the attacked
UE var(fL i,,2) .

III. ACHIEVABLE RATES

In this section, we derive the achievable rates of the attacked
UE and the EV.

A. UE Achievable Rate

In massive MIMO systems, downlink channel estimation is
practically challenging. Users rely on the statistical properties
of their precoded channels to decode information. The lower
bound on the ergodic achievable rate of UE;, R;, is obtained

by using Theorem 1 in [30] (given in (22) and (23)). The
received signal y; in (18) can be recast as

vi =v/Pi Elaii] xi +/pi (i — Elai)) v + Zs, (20)
where
M
(1-9)E v _
Zi = i0; i T+ ———F; Wmz+n,,
> VPii; 77 on

J#i
_ 3T
Q5 = "L7 wy.

V/Pi Ela; ;] is a positive real scalar which can be perfectly
learned at UE;. The additive terms in /p; (a;; — Ela;]) z; +
Z; are zero mean, mutually independent, statistically in-
dependent of x;, and unknown at UE;. For N — oo,
according to the central limit theorem, the distribution of
VPi (aii — Ela;;]) 5+ Z; converges to a zero mean complex
Gaussian distribution. Since the BS is unaware of the active
attack of the EV, consequently, it is also unaware of the jam-

ming upon the attacked UE, i.e., the term - ¢)Ef Wy,
in (21). Therefore, from the BS point of view, a lower bound
on the ergodic rate of UE; is [1], [30]

R, =log, (1 + SINR,), (22)

where )
pi |E[ai;]|
M :
Zj:l pj var(ai;) + o

By following a similar analysis to that in our previous work
[3], the terms in (23) converge to

SINR, =

(23)

E[ai,i} N2>OO Bz \% TNPI (TPIBz + 61 m7—¢ Be + Ou) ’

=

(24a)
. . oE 2
N—oo ﬁz (5z,m7ﬁﬁe + Uu)
var(a; ;) — = ; (24b)
TP1B: + 5z‘,m7'%]ﬁe + 02
var(ai jzi) " Bi. (24c¢)

B. EV Achievable Rate

We make the pessimistic assumption of a knowledgeable
EV which perfectly knows its own channel, G; and both the
beamforming vector and the channel of the attacked UE, h,,

and w,,’. In the following, given that the EV is attacking
UE,,,, and from the EV point of view, we provide two different
bounds: 1) A lower bound on the ergodic rate of the EV, R, ;
2) An upper bound on the ergodic rate of UE,,, R,,.

Using maximal ratio combining (MRC), the ergodic infor-
mation rate of the EV is

R.,, = E[log, (1 + SINR.,,)], (25)
where
2
SINR,,, = ——Pm [bm] : (26)
> Pi Var (bj) + cm + 02
by =1"G" wy, 7

and c,, represents the variance of the sum of residual jamming
(intended for UE,,) self-interference at U/ antennas of the EV,
and it is given as

Cm = m var(lTAﬁJ@mz)
Tp
4
_ (A=9F ([ 2
= Tpu (R, \ (e Femn)l ;cm% . (@8
where
ey =74 | 2B 1TE, (Qui (CL, E5) + Qun (CL, E3)) 1
11 |Z/[T|TU em em Pl
(29a)
| pEo + -H _ H
Cmyp = 1(UO)T77 |Z |T ]‘IUT\CE/IO‘ C‘iz“/{o‘ lezuo‘ Lol
(29b)
¢ E _
Cmgp = lujblTU TCJ <QJL (C CT) 11 QIL ( an)
+Qin (C:,,Cr) Qin (Cem ) > (29¢)
Cmyy =17Cy (Qur (D) + Qur (D)) C1, (29d)
2 oF
D= -
f‘"L |Z/{T‘TU
c..C (QJN ( ) +Qun ( )) c! Cr,
e _MWT0E0:
m23 |Z/{T|TU

<|uT|tr (Cemc:}cifcfm) 17C,CH1 + 1Uo)1"CMo”
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Cmoy = Tldgtr (Rfm ) 1TCJ0511

(296)

SThis assumption of a knowledgeable EV constitutes the worst-case sce-
nario. We adopted this assumption along with concurrent FD spoofing-
estimation capabilities of the EV to ultimately quantify how much worse
the EV can degrade the legitimate communication. Answering this question
is the main aim of this paper.



and 1(Uo) represents an indicator function of the set Uo;
1(1/10) = 1 if Uo ;é @ and 1(2/{0) = 0 if Up = @. For
presentation convenience, the expressions of Q r and QN
functions, and the details of obtaining the results in (28)-(29f)
are omitted here, and provided in the Appendix.

As N — oo, the useful signal power |b,,|? in (26) can be
expressed in a sum of two values as

02

o |2 = ‘1 = _bm
([P |2

Zgl VPrh,, + 1 \Z/{ \T ng+N1,b

i€EUT keUr

GET|UT|N B2 N 1
Ty (TPIﬁm + %@” + ag) Nt (TPI,B'm + %@ET + 03)

2
A (m/ﬁh +7 |u |T Z k+N¢> . (30
i€EUT

The asymptotic convergence in (30) follows from applying
Corollary 1 in [31]. Based on this result, the useful signal
power |b,|? in (26) asymptotically converges to a sum of
deterministic value |b 1>| and a random value |b,(fl)\2 given

as
2
b * = PET|Ur| N2 , i
TU (TPI/B’!TL + %};ﬁe —+ O'g)
o |2
2
* 2

16%Tgl (Wh @Zk#z gk + N(l/) >

(31b)

NT (TP[ﬂm + 7‘{’?@” + 03)

Since all the parameters in (31a) and (31b) are of a finite order
of magnitude except the number N — oo, then, by utilizing
the result in our previous work [32, Theorem 1], we have
(1612 /1621?) — O (N). This implies that [b$))|* is greater
than |b%7|> by O (N) order of magnitude, and therefore, we
have the following tight lower bound on SINR.,,

pi b’ [?
SINR.,, > SINR, = —— NP
" 2 gm pivar (by) + em + 02
e
The tightness of (32) is validated by evaluating }b(g)'z

numerically for different realizations of G and h,, in Table I.
The values are for N = 1000, ¢ = 0.5 and the system parameter
values given in Section V. Based on (32), and since the value
of SINR, | is deterministic, the lower bound on the ergodic
rate of the EV, R, is

R, =log, (1+ SINR

e

e.) < Re,,. (33)

Based on the perfect knowledge of the EV, and by making
use of Theorem 1 in [3], the EV is capable of calculating
an upper bound on the ergodic rate of the attacked UE (the

TABLE I. RELATIVE VALUES OF |b$,1l)|2 AND |b£,3)|2.

Realization | 1st 2nd 3rd 4th

B 12x10~4 | 1.2x10~* | 1.2x10~% | 1.2x104

22 0.4x10~7 | 0.1x10-% | 0.3x10~7 | 0.2x10~7

BRIk 3 3 3 3
i 2.7x10% | 0.9x 103 | 35x 103 | 4.7 x 10

[brn |2

second bound), R,., as

R "5 log, (1+ SINR,,) (34)

where

pi E Uam,m|2]
am,;) + %var (FL wm) + o2
(35
The asymptotically converged values of var(b;x,) and
E[|@m.m|?] in (32) and (35) (given in (36a) and (36b)), can be
obtained by following a similar analysis to that in our previous
work [3, Appendix C], while the value of var(f? ,,2) (given
in (36¢)) can be obtained by following a similar analysis to that
in Section C of the Appendix.

SINR,, =

M
j#m Pi var (

var(bjzm) " Ur|Be, (36a)
Bm (NTPBm + 72E8, + 02
E I:lam,,m|2:| Ni>°° ( ¢ETU ) ’ (36b)
TP1Bm + Tﬁ/@e + 02
1
T Tl p—
v ) = Ry, )

PB (|uJ|tr (C ch) + diag” (C.,,) diag (Cem))

(Qrr (117) + Qi (117)) €7

2
+ %tr (C:m (C’;«
+0lttr|o?CCF) CF, ) + Be, 0% (C2,CL,)

Ur|Ty

— 2P B2 tr° (Cem) } . (36¢)

IV. ACTIVE ATTACK SCENARIOS

The system objectives include the maximization of the
minimum downlink UE rate, min; R,, by the BS which is
unaware of the active attack of the EV; and a complex
goal of increasing the eavesdropping information rate while
decreasing the information rate of the attacked UE by the
EV. The EV’s objective is simply the minimization of rate
difference

Rp,, = Ry — 37)

—€m

Remark 3: Since we are considering the severity of the active
attack from the EV’s side, we use the rate difference, Rp,,, instead
of the well-known secrecy rate metric, max(R,, — R, ,0). That
is because the zero and negative values of secrecy rate are équivalent
from the BS’s point of view, since the attacked UE loses total security
in both cases. However, in our case, the active EV aims at maximizing
its information rate over the attacked UE. Therefore, the negative
values of Rp,, are better than zero values from the EV’s point of
view.

In this section, we will examine how badly the EV can do in
degrading the information security under three different cases:
1) The BS uses an optimized power allocation for downlink,



and the EV knows the optimized power values; 2) The BS
uses equal power allocation for downlink, and the EV is aware
of this equal power allocation; 3) The BS uses an optimized
power allocation for downlink, and the EV is unaware of that
and assumes equal power allocation at the BS °.

Before discussing these three cases, let us derive the convex
formulations for the max-min rate and eavesdropping opti-
mization problems at the BS and the EV, respectively.

The downlink power allocation is formulated as a max-min
optimization problem which aims at maximizing the minimum
UE rate. Since the logarithmic function is monotonically
increasing in its argument, the max-min optimization problem
is formulated based on the epigraph of SINR, as

maximize Q
{pi}, Q
subject to SINR, > €, (38a)
M
> pi<P,pi>0,¥i,  (38b)

=1
where P, is the total power budget at the BS. Problem (38)
is non-convex due to the upper bounded quadratic constraint
(38a). However, we can recast (38) into a feasibility problem
with a fixed value of Q (as given in (39)); and then we use it
to search for the global optimal objective value, 2, using the
bisection algorithm [33, Subsection 4.2.5].

maximize 0
{pi}

M
subjectto  p; |E[aiq]> > Q <Zp]~ var(a; ;) + ai) , (39a)

Jj=1

M
> pi <Py, pi>0, Vi

i=1

(39b)

Given that Q* is the optimal value of the bisection algorithm
search, the optimal power allocation is {p;} that corresponds
to Q*.

By looking at the definition of SINR, in (23), it is obvious
that the optimized power allocation {p;} is independent from
the allocated spoofing and jamming antenna subsets Ur and
U, at the EV.

The EV is required to obtain the optimal balance between
the following: 1) The power allocated for active spoofing, %,
and the power allocated for jamming, %, under some total
power constraint; 2) The number of antennas allocated for
Ur and U; subsets. Here, it is worth mentioning that the EV
only needs to select the numbers of training and jamming
antennas, but not their indices. This is because the EV is
optimizing the ergodic performance; furthermore, the self-
interference depends only on the cardinalities of Uy and U;.
The optimal balance should lead to the best rate difference
and it is obtained by solving the following problem

minimize Rp,,
¢, U], Uyl

%Since the BS and the EV ergodic objectives, R and Rp,,, , are functions of
the statistical channel state informations (CSIs), the optimization solutions at
the BS and the EV remain constant over multiple coherence time-blocks. Also,
the EV knowledge of the optimized power allocation values is possible based
on the EV knowledge of the statistical CSIs and power allocation method
used at the BS.

(40a)
(40b)

subject to 0<op<1,

Ur VU = K.

Constraint (40b) indicates that the EV uses all its antennas.
Since Rp,, is convex in ¢, and the selection ranges of ¢, |Ur|
and |U;| defined by (40a) and (40b) are small, therefore (40)
can be solved by a nested one-dimensional search (such as
the bisection algorithm) over the range 0 < ¢ < 1 and 1 <
|Ur|, [Us| < K for the optimal (minimum) Rp,, value.

Our primary assumption of knowledgeable EV indicates
that the EV perfectly knows its own channels and both the
beamforming vector and the channel of the attacked UE.
However, the EV awareness of the power allocation strategies
at the BS is crucial and can have a significant impact on the
severity of the dual-active attack. Therefore, we consider all
possible cases (three cases) for EV awareness about the power
allocation strategies at the BS. The severity of the dual-active
attack is examined under the suggested cases as follows:

1) The first case (case 1) takes place when the BS performs
optimal power allocation and the EV is aware of that
optimized power. Thus, problem (40) is solved with
Rp,.({p:} = {pi}). Given ¢*, |Ur|* and |Us|* is the
optimal solution of (40), the severity of the dual-active
attack is examined by Rp,, (¢*, |Ur|*, [Us", {pi}).

2) The second case (case 2) takes place when the BS uses
equal power allocation and the EV is aware of the equal
power allocation. Thus, problem (40) is solved with
Rp,,({p:} = {pi = £t}). The severity of the dual-active
attack is examined by Rp,,(¢*, [Ur|*, [U;s]", {p:i} =
{pi = % ).

3) The third case (case 3) takes place when the BS performs
optimal power allocation and the EV is unaware of
that and assumes equal power allocation. Thus, prob-
lem (40) is solved with Rp, ({p:} = {p: = £}
The severity of the dual-active attack is examined by
Rp, (¢, [Url*, Usl*, {pi}):

Remark 4: Although the work in this paper considers the existence
of one EV, the provided analysis can be applied to the case of multiple
EVs by considering these multiple EVs as one equivalent EV of LK
antennas, where L is the number of EVs and K is the number of
antennas for each EV. This equivalent EV can achieve the optimal
active attack based on the following facts:

o The multiple EVs have statistically independent channels to-
wards the attacked UE and the BS, then the individual jamming
signals (received at the attacked UE) are also independent, and
therefore, the variance of the total jamming signal is the sum of
the individual jamming signal variances.

o Managing the inter-EV interference is not relevant since the
EVs jam and intercept information over orthogonal time peri-
ods.

« Power balancing between EVs is not relevant due to the first
fact and since each EV has its own power budget.

From the adversary attacker perspective, the advantages of using a
single FD EV over multiple separate EVs are the ease of implemen-
tation and the saving of the resources required for sharing control
information.



V. EVALUATIONS

This section evaluates the severity of the concurrent attack
of the FD EV for the aforementioned three cases. In our
evaluations, we assume that the UEs and the EV are randomly
located within the BS coverage area, and the EV has no
means to optimally localize itself with respect to the attacked
UE. The large scale fading parameters are calculated based
on the distance-based path loss model as §; = d; ™ 10%",
Be = d~7 1016 and B., = d,** 101", where d;, d and
dm represent the distances from UE; and the EV to the BS;
and between the EV and UE,,, respectively. {v., Ve, Veu}
are random shadowing fading coefficients (in dB) that follow
a zero-mean Gaussian distribution with standard deviations
ou, op and ogy (also in dB), respectively. {vu, Ve, Yeu} are
the path loss exponents. Since the relative height of the BS
antennas to the UE and the EV antenna(s) is larger than the
relative height of the EV antennas to UE antenna, therefore,
unless otherwise stated, we assume the following relative
relations Yey > Yu, Ve and ve, > vy, ve. The EV antennas
are evenly and linearly spaced by distances {d;,; = |i — j|\}.
Each antenna (dipole antenna) has a gain of 2.15 dB above
an isotropic antenna. We assume the Friis free space equation
to calculate the large-scale fading between different antenna
channels as f; j2; = ﬁ The self-antenna loss f;; is
related to the analog self-interference cancellation and it is
selected as 60 dB [11]. The span of the antenna array is in
the range of tenths of centimeters; therefore, the values of K-
factors are selected (randomly) between 40 dB and 60 dB with
the condition K; ; > K, for |i — j| < |i —m| [13].

We assume a coherence bandwidth of B = 200 KHz
and a coherence time of T = 1 ms, thus, the length of
coherence time-block that ensures flat-and-slow fading channel
is @ = TcBe = 200 symbols and Ts = 1/Bc = 5 us [22],
[34]. 7 = M is the optimal value for massive MIMO networks
without active eavesdropping as investigated in [35], however,
we investigate our actively attacked network for 7 > M.

Unless otherwise stated, the rest of the system parameters
are selected as N = 128, M = 4, K = 10, n = K = 10,
{0}, 02, 02} = —70 dB, {ov, or} = 2, opy = 2.5, Yu =
Ye = 3, Yeu = 35, P =1 W, P = P;; =1 W. The total
energy at the EV is selected such that the average spoofing-
jamming power 5% =1 W, and therefore £ = 1 mJ. Next,
we discuss the numerical simulations that examine the severity
of the dual-active attack by the EV under the aforementioned
cases.

We assume that the UEs and the EV are located randomly
in a cell of 100 m diameter with the BS at the centre. The EV
attacks the weakest UE that has the smallest channel gain such
that the average received spoofing power relative to training
power is at its maximum.

Fig. 2 shows how the information rates for both UE,, and
the EV change versus the energy splitting ratio for case 1.
The corresponding rate difference is described by the square-
marked red plot given in Fig. 4. For each value of ¢, the
optimal values |U/}| and |U/j| are obtained. It can be seen
that as the EV allocates more power for active spoofing
(i.e., less power for jamming), the rate difference decreases.
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Fig. 2. UE,, and the EV rates versus ¢ for case 1.
Yeu = 3.5 > Yy = Ve = 3.
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Fig. 3. UE,, and the EV rates versus ¢ for case 1.
Ye =3 > Yy = 2.5 > Yeu = 2.

The channel between the EV and the UE is weak; hence it
is better for the EV to allocate all the power to spoofing.
This inverse proportional relationship between Rp,, and ¢ is
further justified as follows. Increasing the spoofing power (i.e.,
increasing ¢) results in:

1) Increasing the received signal power at the EV.

2) Decreasing the received signal power at UE,,.

3) Motivating the BS to allocate more power to UE,,
(please see (2) and its effect on (39)), which in turn
increases the change mentioned in the first two points.

4) Decreasing the received jamming power at UE,,.

The consequences of increasing ¢ are a consistent decrease
in R,, (justified by 2), 3) and 4) and a consistent increase
in R, (justified by 1) and 3). This justification is valid by
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Fig. 4. Rate difference versus ¢ for case 1.
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Fig. 5. Rate difference versus ¢ for all cases.

Our assumption Yeu > vu, e, Which gives R, the advantage
over R, V¢ (i.e., a consistent decrease in Rp, ). However,
the assumptions e, > 7u, 7ve do not necessarily reflect all
channel environments in reality as will be seen next.

Fig. 3 shows the information rates for both UE,, and the
EV versus the energy splitting ratio for case 1. However, Fig.
3 considers a special case when UE,, enjoys better channel
conditions than the EV; and the EV has a strong jamming
link towards UE,, as v = 3 > 74, = 2.5 > 7eu = 2. The
corresponding rate difference is described by the circle-marked
black plot given in Fig. 4. This special selection of channel
condition gives a comparable advantage for both R, ~and R..
It can be seen that the optimal energy splitting ratio is ¢* =
0.65. Using the same justification (the four points above) used
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Fig. 6. Rate difference versus (|Ur|, |U;|) for case 1.

for discussing Fig. 2 we notice;
1) For ¢ < ¢* = 0.65, increasing ¢ gives R,
over R, and thus the rate of change inequality % >

the advantage

‘9(?—(;" takes place for ¢ < ¢* = 0.65 (i.e., a consistent
decrease in Rp,,).
2) Conversely, for ¢ > ¢* = 0.65, increasing ¢ gives R,
the advantage over R, , and thus 552 < % takes
place for ¢ > ¢* = 0.65 (i.e., a consistent increase in
Rp,,).

Fig. 5 shows the rate difference versus the energy splitting
ratio for the three cases. It can be seen that case 1 is the most
severe followed by cases 2 then 3. This is expected since in
case 1 the EV knows {p;} and can motivate the BS to allocate
more power to UE,,, hence its designed attack is optimal.
However, in case 2, the EV knows the equal power allocation
at the BS and can not motivate the BS to allocate more power
to UE,,, hence its designed attack is less optimal than case
1. In the less severe case 3, the EV does not know the equal
power allocation at the BS and can not motivate the BS to
allocate more power to UE,,.

For ¢ =1, case 1 and 3 achieve the same rate difference as
the EV will use all the power for spoofing in both cases and
hence |Ur| = K and |U;| = 0 is the optimal solution for both
cases and the dual-active attack is examined equivalently for
both cases as Rp,, (¢* =1, |[Ur|" =K, [U;|* =0, {pj}).

The impact of the numbers of spoofing and jamming
antennas |Ur| and |U;| is shown in Fig. 6 for ¢ = 0.5 and
P,; = 0.2 W. Since the pairs of (|Ur|, |Us]) used to generate
the 3-D plot satisfy |[Ur U U;| = K, then {(|Ur|, |Us;])} C
{1, 2. ..., Ur|}x{1, 2. ..., |U;|} and that is noticeable from the
missing part in the 3-D plot in Fig. 6. We can see that the op-
timal numbers are /7| = 10, and |i/5| = 5. Generally, a larger
number of training antennas |[Ur| performs better. This might
be due to the performance increment obtained by the |Urp|
antenna diversity gain (see (25)-(26)) at the EV, which always
exceeds the decrement imposed by spoofing self-interference
at the jamming antennas (during estimation phase). On the
other side, the number of jamming antennas needs to find a
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balance between the jamming power at UE,,, and the jamming
self-interference power at Ur. This balance is affected by the
self-interference cancellation (i.e., the estimation accuracy H)
as will be seen next.

In Fig. 7, we demonstrate the impact of self-interference
cancellation (via changing the value of self-interference train-
ing power P,;) on both the optimal rate difference, Rp,,,
and the associated number of jamming antennas |U/}|, for
Ur| = K and for two values of the energy splitting ratio
¢ = 0.5 and ¢ = 0.6. The figure has two vertical axes; the
left-axis is for Rp,, and the right-axis is for the staircase
function that represents the number of jamming antennas |/7].
As expected, Rp,, decreases as Ps; increases (self-interference
decreases). The same trend was observed for both ¢ = 0.5
and ¢ = 0.6. Also, at high self-interference values (low Ps;
values), the optimal number of ¢/, antennas is small. As the
self-interference decreases (Ps; increases), more antennas are
used for jamming.

The rate difference versus the number antennas at the EV,
K, and length of training sequences, 7, are depicted in Figs. 8
and 9, respectively. We can see that Rp,, decreases with K as
the larger values of K give the EV more freedom to balance
its attack parameters, particularly |U/r| which determines the
receive diversity gain of the EV. Fig 9, shows that Rp,,
increases with 7. For both results, case 1 is the most severe
followed by case 2 then case 3.

In Fig. 10, we demonstrate the impact of the self-
interference channel training length, 7, on the self-interference
channel estimation errors. For that purpose we use the mean
square errors (MSEs) given in (41) and (42); F; and Er; and
their approximations, £; and Er, that are valid over the range
of larger values of 7 based on the fact lim C; = lim C¥ ~
; n>K . n>K
. ‘“;“. The figure depicts the plots of E;, E;, and the MSE
E[||AH ;]|?] obtained by averaging over 10000 realizations
for [Us| = |Ur| = & = 5. At the shortest length, n = K,
we can calculate the order of the average MSE per channel
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Fig. 8. Rate Difference versus number of antennas at the EV.
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Fig. 9. Rate Difference versus length of training sequences.

; 0.8x10-% -8 ; ;
coefficient as i i ~ 1077 This figure is very much

smaller than the average self-interference channel coefficient
gain E[:257] = 1074, 4, j € {1, 2, .., K}. Accordingly,
the selection of the shortest length, n = K, will result in a
very accurate estimate, and hence, the impact of increasing 7

on the performance will not be noticeable.
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. 10. MSE versus length of training sequences, 7.

VI. CONCLUSIONS

In this paper, the severity of a concurrent spoofing-jamming
attack of an FD multi-antenna EV in a massive MIMO system
has been considered. The general expression for the ergodic
rate difference for any possible overlap between spoofing
and jamming antenna subsets has been derived. The residual
spoofing and jamming self-interferences and their statistical
dependencies have been considered in the derived expression.
The most important insights for the considered attack are
as follows: 1) Based on the derived expressions for the
statistics of residual self-interferences (correlated spoofing and
jamming self-interferences), we showed that the proposed
FD EV can explore those statistics to optimize its attack by
adjusting its spoofing and jamming signal powers; 2) Without
the knowledge of the statistical residual self-interference, the
optimal selection of spoofing and jamming antennas sets is not
achievable; 3) Numerical results revealed a significant security
threat to the legitimate communication even with a small
number of antennas and a power budget equal to that of the
attacked UE; 4) A marginal increase in the rate difference was
obtained by increasing the length of training sequences. These
insights are useful for designing potential countermeasures for
this new type of active attack. Considering the same attack in
cell-free massive MIMO systems is a potential future work.

APPENDIX

A. Expressions of QT and Qrn Functions

Let us write Hy and H; as a sum of the deterministic
LoS and the random NLoS parts as Hr = Hry + Hry and

H; = Hj;;, + Hn, respectively, where

n( Kn _ 27”1"( ).l
EHrr)iy = Hrp = w e ) 44)
Kngy,+1
/Bn( )l
E[Hrn)iy = Hry = (45)
Koy +1
i,m Kz n 71 n(l)
E[H )iy = Hyr = % ) (46)
E[H n)iy = Hyn = b _en) 47
Koy +1’
n(i)=K—|Us|+1i, i=1, 2, ..., |Us]. 48)

For an arbitrary matrix A, it is simple to conclude that
E[HrAHY) = Hr, AH, + Diag(HrnDiag(A)Hy ). For
notational convenience, the terms in the last expression are
represented by the functions Qr. (A) = INJTLAIEI;IL and
Qrx (A) = Diag (ﬂTNDiag (A) ﬂ?N). Similarly, Q.1 (A) =

I:IJLAI:I?L and QJN (A) = Diag (I:IJNDiag (A) I:I§{N)

B. Derivation of the R, Matrix in (15)

By using (12), we can write

E [AIQIT 11%12{5} - [CTIEITHTI‘J?C?] +E[CrNr

(QTL (11T) + Qry (11T)) cly

(49)
The first term on the right-hand side of the second equality fol-
lows from using the functions Q1 and Q. The second term
on the right-hand side of the second equality follows from the
statistical independence of the N1’s rows and vectors. By sub-
stituting the value of (49) in Rz, E[AHT 117AHY),
we get the result in (15).

11TN¥C¥} =Cr
[Ur|no2CrCE.

\U IT

C. Derivation of the Variance c,, in (29)

Starting from c¢,, = % var(1T AH i, z), we apply the
definition of statistical variance to calculate

ar 1TAI:IJ1I)mz =FE lTA}AIJﬁ)mzf]E 1TAI:IJ1I)mz :
( ) | I

N N N 2
- [1TAHJﬁ;mwﬁAH? 1] - ‘IE [1TAHme} (50)
E [lTAﬁj’ﬂjm} =
¢E T ~ I * =~* +7H | ~H
"= __ 1TC,E|H,C: CyHYT|CT1
Ur|Tow (Ry,) ™ 7 e
+7 ¢—E1TCJ1E[NJc;mc*TN*T]1 (51)

U7 |Tutr (Ry,,)

The last equation, (51), is obtained by making use of (12),
(14a), (17), and excluding the terms which are made-up of



multiplication of independent zero mean random values. The
first term can be represented as

(bE Tc * O * gk
T ml CJ (QJL (Cem,CT) + QJN (CEmCT)) 1

= tr%l (R.fm) Cmyyq- (52)

The expectation of the second term in (51), E[N ;C? C7 N7,
exists only if there is an overlap between the training antennas
Ur and the jamming antennas Uy, ie, 1 < [Up| < K. In
this case, we should note that the last [o| rows of N,
N;‘MC", are equal to the first [Uo| rows of N, N;‘MC".
Based on the previous and the property of the unitary matrix
multiplication, T™s1* "plurl™ — k1, EIN,Cr CpN3
will result in an |Ur|-by-|Ur| matrix whose entries are zeros
except the top-right |Uo|-by-|Uo| sub-matrix which consists of
non-zero entries. By utilizing this sparse structure, the value
of the second term in (51) is simplified as

¢ E ol Uo |t o~ ~ oM
”“‘””W/W Ly, Ce Ol el 1y,

=2 (Ry,) Cmys. (53)

By following comparable steps as in the analysis of (51), the
expectation E[17 AH jw,,w. AH ;1] in (50) can be analysed
as a sum of the following four expectations

2
E s I * A% T — — _
W”m [0, R H,CrCT, HY |
Cl1 = Cma .

VR,
_ _ 2
17C,E [HJ ('wm - i)

— P22 ___c: CrHY1) |wnm
Ur|Tou(Ry,,) T ><

H
T2¢F — ok = H _ | = H Cm
|22 CrEY) HY | 1= S
Ur|Tutr(Ry,,) > T Ry,
(55)
72¢E T T nyT ~T ~T H
___Tor 4 E[N s CLNG11TN TN ]
U Tow (Ry,,) - CF [N Con CrNTIL N CrCe,,
cl1= “re (56)

v Ry,
2
17C,E [NJ (ﬂ;m - T°oF

* * N*l — m
UrlToe(®;,) ©m 7 ) <w

H
T2¢E * * * H H Cm
- ——T"C. C;N"1| Nj|Cj;1= 22
\ Ur|Tow(Ry,,) " B ) o Ry,
(57)
where {Cmsy1s Cmags -5 Cmoy} are as defined in (29a)-(29f).
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