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A B S T R A C T

The hopping mobility in organic semiconductors is strongly influenced by the correlated on-site noise — i.e.
the dipole–dipole interaction between neighbouring molecules. In this paper, we use Kinetic Monte Carlo
(KMC) to study the effect of dipole moment and structural order on the hole mobility of organic molecular
semiconductors. While the effect on the charge mobility of the dipole–dipole interactions can be approximately
reproduced by a global Gaussian disorder model, our present results show that there are non-trivial local effects
that are not incorporated into such an approach. The dipole–dipole interactions give rise to large energy
barriers that restrict charged particles to smaller and smaller regions as the dipole magnitude increases. While
this effect can only reduce the mobility in any given system, we note that if the dipoles self-organize, potentially
driven by the dipole moment itself or by an increase in packing density, the negative effect on the mobility
can be reduced.
. Introduction

The discovery of electroluminescence in organic semiconductors
as been the driving force for intense research efforts to exploit these
aterials in applications for energy conversion. Organic molecular

emiconductors are now an important class of materials whose applica-
ions range include OLED (Organic Light Emitting Diode) displays [1],
PV (Organic Photo-Voltaic) devices [2], OFETs (Organic Field Effect
ransistors) [3], and solar cells [4,5]. One of the key limiting factors of
hese materials is their low charge carrier mobility when compared to
norganic materials. Understanding and improving the charge carrier
ransport characteristics of these materials is a core focus of research
n this field.

In many small molecule organic semiconductors, electron or hole
olarons traverse the material by a thermally activated hopping pro-
ess. The factors that influence the polaron mobility can either be
irectly molecular in origin (e.g. dipole moment) or indirectly (e.g.
olecular orientation) [6,7]. While separated, the link between direct

nd indirect influences on polaron mobility is crucial as molecular
rientation in thin films strongly influences the electrical and optical
roperties of devices. Although the detailed mechanism for the ordering
f molecules in thin films remains unclear, contributing molecular level
actors include shape, dipole and van der Waals interactions [8].

∗ Corresponding author.
E-mail addresses: thomas.pope2@newcastle.ac.uk (T. Pope), tom.penfold@newcastle.ac.uk (T.J. Penfold).

For hole mobility, which is the focus of the present work, Young
et al. [9–12] reported that mobility decreased as the dipole increased.
These measurements were broadly explained using a Gaussian disorder
model [13]. Here, the molecular dipoles are assumed to be randomly
oriented so that their contribution to the energetic landscape of the
system can be understood by a Gaussian distribution whose width
depends on the dipole magnitude [14,15]. While the exact shape of
the distribution is still a matter of debate, the general trend shows
that larger dipoles increase the energetic disorder of the system and
decrease mobility, consistent with trends observed experimentally [8].

While dipole moment increases the energetic disorder, it may also
provide a force to drive an increase in structural order in the film.
Indeed, Baldo et al. [16] reported that the fluorescence spectrum of
polar molecules may shift due to the formation of ordered domains
within an otherwise amorphous film and assigned this effect to strong
intermolecular dipole–dipole interactions. In addition, they demon-
strated that local ordering in these domains can have a significant effect
on the width of the electronic density of states, which is principally
due to dipolar disorder [17–19]. The study of the dipole moment in
the growth of films has primarily focused upon vapour deposited films
[20–22], including ultrastable glasses [23–25]. Here the key aspect is
the dynamics of the molecules at the vacuum and vapour interfaces,
vailable online 1 February 2023
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which has been used to describe the formation of surface potentials
(SP) [26], arising from preferential orientation of polar molecules
during the deposition. Recent simulations have reported that the elec-
trostatic interaction between the dipole moments of the molecules
limits the SP strength and identify short-range van der Waals inter-
actions between the molecule and the surface during deposition as
the driving force behind the anisotropic orientation [27]. However,
they are also likely to play a role in solution-processed films where
dynamics at the liquid–vapour interface are important for nucleation,
i.e. initial aggregation and subsequent formation of an amorphous solid
and interactions play a key role here as described in refs [28,29].

Given the aforementioned discussion on the influence of molecular
dipole moment on the hole mobility, it is important to note that
recently, Petrus et al. introduced a series of materials [30,31] exhibiting
mobilities comparable to the state-of-the-art hole transporting mate-
rial, spiro-OMeTAD, but exhibiting a key feature of a large dipole
moment (> 8D). They proposed that this dipole, combined with the
mide-bond facilitated hydrogen bonding, is anticipated to enable close
olecular packing facilitating the high mobility, EDOT-Amide-TPA;
.9×10−5 cm2V−1s−1 compared to spiro-OMeTAD 4.0×10−5 cm2V−1s−1.
his raises a key question: Is the mobility good because of the large dipole
oment or despite the large dipole moment? Consequently, in this paper
e use Kinetic Monte Carlo (KMC) to study the effect of dipole ordering
n the hole mobility of organic molecular semiconductors. We observe
hat the presence of significant dipole–dipole interactions creates an
nergetically unfavourable environment for charge transport. Despite
his, our analysis demonstrates non-trivial behaviour; as the dipole
oment increases, so does the influence of local effects, producing

ocalized routes for the charges through the thin film.

. Theory

Charge transport in organic semiconductor systems occurs via ther-
ally assisted hopping events. In systems with an uncorrelated site-

nergy disorder, the charge-carrier mobility depends on the system
emperature and the applied electric field [32,33] as well as the charge-
arrier density [34]. Similar behaviour has been observed for organic
emiconductor arrays with correlated site-energy disorder [35]. In this
ase, assuming the dipoles are randomly orientated, the effect of corre-
ated noise on site-energy disorder can be mapped onto an uncorrelated
nergy distribution randomly drawn from a Gaussian density of states.
he width of this density of states is linearly related to the magnitude
f the dipole moment and can only increase as the dipole moment
s increased. Because of this, understanding the effect of the dipole
y assuming the dipoles have a random orientation is insufficient to
escribe systems with a high dipole moment and high carrier mobility,
uch as EDOT-Amide-TPA [30,31]. Indeed, in cases where the inter-
olecular couplings are comparable to the disorder, the charge carriers

re delocalized across multiple sites [36], and the strict localization
f traditional KMC methods becomes limiting. In this respect, it is
seful to think of the organic semiconductor arrays as existing on a
pectrum between highly ordered systems, that are well understood by
oherent transport methods, and highly localized systems that are well
nderstood by incoherent transport methods. To this end, we introduce
model for semi-ordered dipole moments in KMC simulations in the

ollowing.
For a given configuration, each charged particle can hop to a site

ithin a set radius (
√

3𝐿, where 𝐿 is the spacing of the cubic grid
points) of its origin site and, for a hopping event from site 𝐢 to site
, there is an associated change in energy for the system, 𝛥𝐸𝐢𝐣. Given
his change in energy, a Miller–Abrahams rate is calculated,

𝐢𝐣 = 𝜔0𝑒
−2𝛾||

|

𝐑𝐢𝐣
|

|

| ×

{

𝑒−𝛥𝐸𝐢𝐣∕𝑘𝐵𝑇 𝛥𝐸𝐢𝐣 > 0
1 𝛥𝐸𝐢𝐣 ≤ 0,

(1)

here 𝐑𝑖𝑗 is the spacial vector between sites 𝐢 and 𝐣, 𝛾 is the inverse
2

harge localization and 𝜔0 is the hopping attempt frequency of the
ole. This and all subsequent equations are given in atomic units. All
arameters used are given in Section 3.

The change in energy for the system is given by,

𝐸𝐢𝐣 =
(

𝐸corr
𝐢 + 𝐸coul

𝐢
)

−
(

𝐸corr
𝐣 + 𝐸coul

𝐣

)

+ 𝛥𝐸field, (2)

where 𝛥𝐸field is the change in energy due to the external electric field,
𝐸coul
𝐢 is the coulomb energy for a charged particle on site 𝐢 and 𝐸corr

𝐢
is the correlated disorder at site 𝐢. Here, we omit the uncorrelated en-
ergetic disorder resulting from conformational freedom of the polymer
so that the effect of the dipole ordering can be unambiguously studied.

The coulomb term, resulting from electrostatic interaction between
a charged particle and all other charged particles in the system, is given
by,

𝐸coul
𝐚 = 1

𝜖𝑟

∑

𝑏≠𝑎
𝑏=occupied

1
|

|

𝐑𝐚𝐛||
, (3)

where 𝜖𝑟 is the relative permittivity of the medium.
The correlated disorder term at site 𝐢, corresponding to the electro-

static energy resulting from the permanent dipoles, 𝐝𝑗 , of the adjacent
sites is given by,

𝐸corr
𝐚 = − 1

𝜖𝑟

∑

𝑏≠𝑎

𝐝𝐛 ⋅ 𝐑𝐚𝐛
|

|

𝐑𝐚𝐛||
3
. (4)

Several factors can determine the dipole orientation. Firstly, the
electrostatic interactions of the dipole would be minimized if all the
dipoles orient in a corrugated configuration, where each dipole is
pointing in the opposite direction to its neighbours. This configuration
is unlikely, however, due to the other factors. In devices, the confor-
mation of the molecules will change due to thermal noise, as will their
orientation. Depending on the specific nature of the molecules, there
may also be steric restrictions on the allowed configurations. The latter
terms are expected to dominate in amorphous organic semiconducting
devices, although the exact balance will be system specific.

To randomize the dipole directions, we select two random numbers
uniformly distributed between 0 and 1, 𝑟𝜑 and 𝑟𝜙. These are then
used to define the two rotational degrees of freedom, the azimuthal
angle cos𝜙 =

(

2𝑟𝜙 − 1
)

and the polar angle, 𝜑 = 2𝜋 (1 − 𝛼) 𝑟𝜑, here
𝛼 is an order parameter, which is used to restrict the freedom of the
dipole moments and simulate the effect of energetically favourable
dipole configurations. This parameter can vary to simulate an entirely
disordered system, 𝛼 = 0, to a system with rigorous antiferromagnetic
dipole stacking, 𝛼 = 1 (that is, for each site every neighbouring site is
given a dipole vector pointing in the opposite direction to that of its
own). The third and final degree of freedom is the magnitude of the
dipole moment, 𝑑, which is assumed to be equal for all dipoles in the
system. The dipole unit vector is then given by,

𝐝̂𝐧 = 𝐶±
𝐧
(

sin𝜑 cos𝜙𝐩1 + sin𝜑 sin𝜙𝐩2 + cos𝜑𝐩3
)

(5)

where 𝐩1, 𝐩2 and 𝐩3 is an arbitrary orthonormal reference frame and
𝐶±
𝐧 = ±1 is a corrugation term whose sign alternates for neighbouring

sites. In the fully ordered case, 𝛼 = 1, the dipole vectors are simpli-
fied, 𝐝̂𝐧 = 𝐶±

𝐧 𝐩3. Here, all dipoles are aligned to the same axis and
neighbouring dipoles are pointed in opposite directions.

The lattice spacing is given by 𝐿, with an integer triplet lattice
vector 𝐧 and its equivalent unit vector, 𝐧̂, constructing a simple cubic
lattice. The interaction energy between a charged particle and the
lattice of permanent dipoles is given by,

𝑒𝐧 = 𝑑
𝜖𝑟𝐿2

𝐧̂ ⋅ 𝐝̂𝐧
|𝐧|2

. (6)

In evaluating the interaction energy of semi-ordered dipoles we
ollow the approach given by Young [37] for randomly ordered dipoles
nd introduce a term to account for the ordering. The variance of
he site energies is given by evaluating two expected values, 𝜎2corr =
𝐸2

⟩ − ⟨𝐸⟩

2, where the average site energy is,

𝐸⟩ =
∑

⟨𝑒𝐧⟩ = 0, (7)

𝐧
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since the arbitrary orthonormal reference frame for the dipoles is
rotationally invariant and the underlying antiferromagnetic structure
ensures that any dipole correlations average to zero. The second-order
term is given by,

⟨𝐸2
⟩ =

∑

𝐧,𝐧′
⟨𝑒𝐧𝑒𝐧′ ⟩. (8)

This term consists of cross terms, 𝐧 ≠ 𝐧′ and diagonal terms, 𝐧 = 𝐧′.
The distribution of the diagonal terms, ⟨𝑒2𝐧⟩ is rotationally invariant
ince they are orientated against an arbitrary reference frame. When
ritten in terms of the orthonormal frame of the lattice vectors, each

omponent is equal and normalized. From this, we can state that the
istribution of the dot product is 1∕3 since there are 3 orthonormal vec-
ors in the lattice. For a simple cubic lattice, ∑𝐧 𝐧−4 = 16.5323... [38].
o, for the diagonal terms,

𝐧
⟨𝑒2𝐧⟩ =

(

1
𝜖𝑟𝐿2

)2
⋅
1
3
⋅ 16.5323... =

(

𝑑0 ⋅ 𝑑
)2 , (9)

here 𝑑0 is the zero-order dipole constant,

0 = 2.3475 ⋅ 1
𝜖𝑟𝐿2

. (10)

The distribution of the cross terms is zero for a randomly orientated
set of dipole moments,1 but is non-trivial for semi-ordered systems. For
brevity, we collect the cross terms into,

𝑋𝛼 = − 1
2.34752

∑

𝐧,𝐧′≠𝐧
⟨𝑒𝐧𝑒𝐧′ ⟩. (11)

So that we find,

𝛼 =
√

1 −𝑋𝛼 ⋅ 𝜎0. (12)

Where 𝜎0 is the zero-order width of the DOS, given by,

𝜎0 = 𝑑0 ⋅ 𝑑 (13)

3. Computational details

For each dipole magnitude and order configuration, we ran 22
simulations, each with uniquely generated dipole orientation and start-
ing charge distribution with a carrier density of 10−5 nm−3. Each
simulation was performed on a cubic grid of 100 × 100 × 100 sites
with a lattice spacing of 𝐿 = 1 nm and ran for 106 time steps. To
calculate the mobility we calculate the carrier flux in the direction of
the field, 𝛷, defined as the difference of the cumulative count of upfield
and downfield hopping events. The mobility is then given by,

𝜇ℎ = 1
𝐸field

⋅
1

𝑁charge
⋅
𝛷
𝑡tot

, (14)

where 𝑁charge is the number of charged particles in the system, 𝑡tot
is the elapsed time and 𝐸field is the field strength applied across the
system. The time elapsed after each step, 𝑡step, is determined by the
sum of all calculated rates, 𝑘sum, and a number chosen randomly from
a uniform distribution between 0 and 1, 𝜁 ,

𝑡step = −
ln 𝜁
𝑘sum

. (15)

he total elapsed time at any given step, 𝑡tot, is given by the cumulative
um of all the time steps up to that point.

The mobility is reliably equilibrated after 2 × 105 steps. We take
ll data from subsequent steps to generate the average equilibrated
obility, 𝜇ℎ. For the calculation of the correlated energy term, Eq. (4),
e considered the effect of sites within 5

√

3𝐿 of the site of interest, as
ore distant sites do not contribute significantly. The inverse charge

ocalization was set to 𝛾 = 2 nm−1, the hopping attempt rate was set

1 Randomly orientated dipoles can be understood as independent variables,
o ⟨𝑒 𝑒 ⟩ = ⟨𝑒 ⟩⟨𝑒 ⟩ = 0.
3

𝐧 𝐧′≠𝐧 𝐧 𝐧′≠𝐧
Table 1
Zero-order width of the density of states, 𝜎0, and the associated dipole magnitude, 𝑑.
𝜎0 [𝑘𝐵𝑇 ] 1 2 3 4 5

𝜎0 [eV] 0.026 0.052 0.078 0.103 0.129
𝑑 [D] 0.171 0.341 0.512 0.682 0.853

Fig. 1. (a) Charge mobility as a function of applied field for a range of dipole moments
in the fully disordered configuration. The solid lines represent the fitted Poole–Frenkel-
type empirical formula. (b) The zero-field mobility as a function of dipole moment,
where the solid black line represents the fitted exponential function with 𝜆 = 12.5±0.5.

Fig. 2. Mobility at 𝐸field = 0.01 V∕nm as a function of the order parameter for systems
with a range of dipole moments.

to 𝜔0 = 280 × 1012 s−1, the temperature was set to 𝑇 = 300 K and
the relative permittivity was set to 𝜖𝑟 = 3.0. Finally, Table 1 lists the
widths of the density of states used in the paper and their associated
dipole magnitudes. The rates in Eq. (1) depend on the ratio of the
energy differences between sites and the factor 𝑘𝐵𝑇 , so we evaluate
noise widths corresponding to integer values of 𝑘𝐵𝑇 .

4. Results

In the fully disordered systems, with 𝛼 = 0, we see Poole–Frenkel
behaviour [33] (𝜇ℎ ∝ 𝑒𝛽

√

𝐸Field ) for applied electric fields below 1 V/nm.
Fig. 1(a) shows the calculated mobilities of the fully disordered systems
for 𝜎0 = 𝑘𝐵𝑇 , 2𝑘𝐵𝑇 , 3𝑘𝐵𝑇 , 4𝑘𝐵𝑇 and 5𝑘𝐵𝑇 , along with a fitted
Poole–Frenkel-type empirical formula. Fig. 1(b) shows the extrapolated
zero-field mobility as a function of the dipole magnitude. Here, we
see the expected exponential decay of the zero-field mobility with the
square of the dipole (𝜇ZT ∝ 𝑒𝜆𝑑2 ). In this case, even for a modest dipole,
the mobility is reduced by orders of magnitude.

Fig. 2 shows a plot of mobility against dipole moment for a series
of systems with increasing dipole moment as a function of the order
parameters, 𝛼. In the zero-order case, 𝛼 = 0, where the dipole ori-
entations are distributed randomly, we observe a rapid decay in the
mobility as the dipole moment is increased, consistent with Fig. 1(b)
and Refs. [11,12], which is directly related to an increased energetic
disorder associated with 𝐸corr. With the increased ordering of the
dipoles, we see a dramatic increase in mobility, culminating in the fully-

ordered systems, which all have the same mobility, i.e. the effect of the
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Fig. 3. (a–e) Mobility as a function of electric field and the order parameter for the system with a dipole moment corresponding to a zero-order width of the density of states
which are 𝜎0 = 𝑘𝐵𝑇 , 2𝑘𝐵𝑇 , 3𝑘𝐵𝑇 , 4𝑘𝐵𝑇 and 5𝑘𝐵𝑇 respectively. (f–j) Normalized mobility as a function of electric field and the order parameter for the system with a dipole
moment corresponding to a zero-order width of the density of states of 𝜎0 = 𝑘𝐵𝑇 , 2𝑘𝐵𝑇 , 3𝑘𝐵𝑇 , 4𝑘𝐵𝑇 and 5𝑘𝐵𝑇 respectively. For all cases, the grey-shaded region denotes the
saturation point and the vertical line denotes the value for the electric field at which the data for Figs. 2 and 4 are extracted.
dipole moment is removed. This is expected behaviour, since the cross-
term parameter, 𝑋𝛼 is expected to tend towards one in the fully ordered
case so that the width, 𝜎𝛼 will be zero.

Fig. 3(a–e) shows the dependence of mobility on the electric field for
the full range of 𝛼, i.e. the order parameter in the system, and for 𝜎0 =
𝑘𝐵𝑇 , 2𝑘𝐵𝑇 , 3𝑘𝐵𝑇 , 4𝑘𝐵𝑇 and 5𝑘𝐵𝑇 respectively. In general, the mobility
is maximized when the field strength is tuned such that it and the dipole
interaction term contribute an equal amount to the energy term in the
rate equation (Eq. (1)).2 This point occurs at 𝐸max

field = 2×
(

𝜎0 − 𝑘𝐵𝑇
)

∕𝑒𝐿.
At a higher field strength, the mobility is inhibited by the saturation
point, the point at which the electric field is large enough that upfield
hopping events become vanishingly unlikely. For clarity, the region
beyond the saturation point is shaded in grey. At the mobility peak,
the higher-ordered systems, 𝛼 > 0.6, have larger mobilities as expected.
In addition, this peak is broader in the low-dipole systems as the effect
of the dipole moment on the energetic landscape is significantly lower
and, thus, a lower field is required to overcome the energy barrier.
Finally, at lower fields, the mobility decreases as the field decreases
because the field is insufficient to make an appreciable difference to
the choice for hopping events in the KMC algorithm. This effect is
exacerbated by higher dipole magnitude and low order.

So far, the effect of the dipole moment has been understood in terms
of its influence on the width of the density of states (i.e. the dipole
energy contribution has been mapped onto an uncorrelated energy
distribution randomly drawn from a Gaussian density of states with
a width of the density of states, 𝜎𝛼), but further analysis will show
that this does not provide the complete picture. For all the systems,
we evaluate the width of the density of states numerically and use
it to define 𝜇0 = 𝐿2𝜔0∕𝜎𝛼 , which is the prefactor to the zero-field
approximation of the charge mobility in the Boltzmann regime,

𝜇(𝑇 ) = 𝑐1𝜇0𝑒
−𝑐2(𝜎𝛼∕𝑘𝐵𝑇 )2 . (16)

Here, 𝑐1 and 𝑐2 are empirical parameters that may be determined by
fitting to numerical data. For our purpose, however, 𝜇0 may be viewed
as a normalization parameter incorporating the effects of a global

2 Assuming that the contribution of the coulomb term is generally not
correlated with respect to the direction of the electric field.
4

Fig. 4. Normalized mobility at 𝐸field = 0.1×𝜎𝛼∕𝑒𝐿 as a function of the order parameter
for systems with a range of dipole moments.

random noise of width 𝜎𝛼 . Figs. 3(f–j) show the mobilities of Figs. 3(a–
e) in units of 𝜇0. If the effect of the dipole moment can be completely
described by the width of the density of states, we would expect the
normalized mobilities to be constant. We see, instead, that the effect
of the ordering parameter, 𝛼, is different for each value of the dipole
moment. When 𝜎0 = 𝑘𝐵𝑇 , the order parameter is less beneficial to the
mobility than one would expect, because the higher ordered systems
(blue–green, 𝛼 > 0.7) have normalized mobilities an order of magnitude
smaller than the low-ordered systems (yellow-red, 𝛼 < 0.3). This is due
to the 1∕𝜎𝛼 character of the mobility parameter 𝜇0 meaning that when
the system is highly ordered, the width of the density of states tends to
zero and so the mobility parameter becomes large. This behaviour has
a larger effect on the low-dipole system.

For a field strength lower than 𝐸max
field, we see that the highest

normalized mobilities occur in lower-order systems. The precise level of
dipole ordering needed to maximize the normalized mobility depends
on the dipole magnitude and the applied electric field, but typically
occurs within the range 0.7 < 𝛼 < 0.9. To further explore this, in
Fig. 4 the normalized mobility is plotted for an arbitrary field strength
less than 𝐸max

field, 𝐸field = 0.1 × 𝜎𝛼∕𝑒𝐿. The maximum in the normalized
mobility occurs between 𝛼=0.7–0.95 for systems with 𝜎0 > 𝑘𝐵𝑇 . For
higher order parameters, the width of the density of states tends to
zero and 𝜇 becomes large. In the lower order cases, the normalized
0
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mobility decreases as disorder increases, with this effect being more
significant in higher dipole systems. Notably, the mobility maximum
occurs at a higher order parameter for systems with a larger dipole.
Since the normalization factor, 𝜇0, includes a global random noise of
width 𝜎𝛼 , the maximum in normalized mobilities for intermediate order
parameters suggests that non-trivial localized effects are contributing to
the higher mobilities.

To further investigate the effect of the dipole moment, we analysed
the cumulative charge population (CCP) of each site, defined as the
total number of charged particles that have hopped onto a given site
within the simulation, all of which are performed after 106 time steps.
This metric indicates the energetic environment experienced by the
charged particles, as energetically accessible sites will exhibit a larger
CCP. Fig. 5(a) shows the proportion of sites with a non-zero CCP as a
function of the order parameter for each dipole magnitude studied. In
the fully ordered system, the CCP is distributed over a large proportion
of the system (≥50%), since the effect of the dipole interactions is
negated by the ordering, all the sites are energetically accessible. When
the order parameter is reduced, we observe a decrease in the proportion
of sites with non-zero CCP, which is compounded by an increase in the
dipole moment. The effect of the dipole is to reduce the number of
energetically accessible sites for any given charged particle producing
more localized transport. An example of the CCP in a fully disordered
system for 𝜎0 = 4𝑘𝐵𝑇 is shown in Fig. 5(b). This shows large regions
in the system that have zero population throughout the simulation.
Whereas, Fig. 5(c) shows an example of the CCP for a fully ordered
system indicating the CCP is effectively homogeneous. From this per-
spective, the rapid decrease in mobility with an increasing dipole is
easy to understand: for the cases where there is zero order, increasing
the dipole moment increases the energy cost for a large number of
hopping events and effectively forces the charged particles onto a
smaller proportion of the system. This can lead to more circuitous
downfield paths and, in the case of energetic dead-ends, the increased
influence of specific, energetically unfavourable hopping events. All
of which reduce mobility. The fact that the particles are forced into
a smaller region will also affect the coulomb term, which depends
strongly on the local population density. This is a significant effect in
multilayered devices, where injection barriers can depend strongly on
coulomb correlation [39]. In addition to this, the higher energy cost of
the hopping events leads to a longer time delay between events, also
reducing mobility. When dipole ordering is present, the energy cost is
reduced and so simultaneously, more of the system is available and the
hopping events occur more rapidly.

However, this also demonstrates the origin of the breakdown of
the normalization parameter, 𝜇0, which incorporates the effects of a
global random noise of width 𝜎𝛼 . Indeed, as the noise width increases,
local interactions between the dipole moments play a stronger role in
determining the overall mobility.

5. Discussion and conclusions

In this work, we have used a KMC algorithm to study the effect
of dipole ordering on the hole mobility of organic molecular semicon-
ductors. We observe, consistent with previous work, that the presence
of significant dipole–dipole interaction creates an energetically un-
favourable environment for charge transport through the system for a
case where the dipole moments are random, i.e. in an amorphous thin
film. Here, the charged particles are effectively restricted to localized
regions within the system and the mobility is significantly reduced.

As order within the film is increased, which can arise from an in-
crease in dipole–dipole interactions, a significant reduction in the width
of the density of states of the correlated disorder is observed which
allows more of the system to be accessible to any given charge. How-
ever, the present analysis also demonstrates a non-trivial behaviour
of mobility in terms of the dipole moment. Indeed, the random noise
of width 𝜎 is a global measure of the system and as the dipole
5

𝛼

Fig. 5. (a) Proportion of the sites in the system that have been populated by a charge at
least once throughout the simulation against the order parameter for a range of dipole
magnitudes. (b, c) Cumulative charge population density over the system for a dipole
moment corresponding to a zero-order width of the density of states of 𝜎0 = 4𝑘𝐵𝑇 with
an order parameter of 0.0 (b) and 1.0 (c).

moment increases local interactions between the dipole moments are
more significant, producing preferred localized routes for the charges
through the thin film, as demonstrated by the CCP. Failure to consider
this local order may result in an overestimation of the effect of the
dipole moment.

Despite this, throughout this work, we observe a significant re-
duction in mobility as a function of the magnitude of the dipole
moment. The dipole ordering increase can have a significant impact
in offsetting this and enhancing the charge-carrier mobility. However,
the magnitude of the ordering required to completely counteract this
is significant and unlikely to be achieved in solution-processed films.
Consequently, it would appear that recently reported materials exhibit-
ing high mobility and also a large permanent dipole moment [30,31],
exhibit this mobility despite the dipole moment rather than because of
it. While it has been proposed that the large dipole moment promotes
close packing leading to a high density in the films and an increase in
the coupling between the individual units, this would also significantly
increase the correlated disorder, as shown in Eq. (5). This does not rule
out the effect of other intramolecular interactions, such as hydrogen
bonding as recently proposed by Mimaite et al. [40], however assess-
ment of these effects would require atomistic simulations of the thin
film which will be the focus of future work.
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