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ABSTRACT

We present deep 1.4 GHz source counts from ~5 deg? of the continuum Early Science data release of the MeerK AT International
Gigahertz Tiered Extragalactic Exploration survey down to S 4cn; ~15 py. Using observations over two extragalactic fields
(COSMOS and XMM-LSS), we provide a comprehensive investigation into correcting the incompleteness of the raw source
counts within the survey to understand the true underlying source count population. We use a variety of simulations that account
for: errors in source detection and characterization, clustering, and variations in the assumed source model used to simulate
sources within the field and characterize source count incompleteness. We present these deep source count distributions and use
them to investigate the contribution of extragalactic sources to the sky background temperature at 1.4 GHz using a relatively
large sky area. We then use the wealth of ancillary data covering a subset of the COSMOS field to investigate the specific
contributions from both active galactic nuclei (AGN) and star-forming galaxies (SFGs) to the source counts and sky background
temperature. We find, similar to previous deep studies, that we are unable to reconcile the sky temperature observed by the
ARCADE 2 experiment. We show that AGN provide the majority contribution to the sky temperature contribution from radio
sources, but the relative contribution of SFGs rises sharply below 1 mly, reaching an approximate 15-25 per cent contribution

to the total sky background temperature (7, ~100 mK) at ~15 ply.

Key words: galaxies: general —radio continuum: galaxies, general.

1 INTRODUCTION

As radio astronomers head towards the era of the Square Kilometre
Array Observatory (SKAO),! a combination of SKAO precursor and
pathfinder telescopes are transforming the ability to observe galaxies
to sub-mJy and even to ply sensitivities at radio frequencies of
tens of MHz to several GHz and these facilities combine both fast
survey speeds with large area observations. This includes surveys
from precursor facilities such as the Meer Karoo Array Telescope
(MeerKAT; Booth et al. 2009; Jonas 2009) which is located at the
SKAO site in South Africa and pathfinder facilities which span
the frequencies of the proposed SKAO. These pathfinder facilities
include mid-frequency (~GHz) observations with facilities such
as the Australian Square Kilometre Array Pathfinder (ASKAP;
Johnston et al. 2007, 2008; Hotan et al. 2021) and low-frequency
(~10-200 MHz) observations with the LOw Frequency ARray
(LOFAR; van Haarlem et al. 2013) as well as those radio facilities
which span both low and mid-frequencies such as the Upgraded

* E-mail: Catherine.Hale @ed.ac.uk
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Giant Metrewave Radio Telescope (u-GMRT; Gupta et al. 2017) and
the upgraded Karl G. Jansky Very Large Array (VLA; Thompson
etal. 1980). These telescopes allow observations of radio populations
at incredibly deep sensitivities, detecting a wealth of previously
undetected radio sources, enabling more in-depth studies of galaxy
evolution, and studies to higher redshifts.

Within these deep extragalactic radio surveys, the sources are typ-
ically classified into two populations: star-forming galaxies (SFGs)
and active galactic nuclei (AGN). The radio emission from both of
these populations (at ~1 GHz) is dominated by synchrotron radiation
(Condon 1992), though free—free emission may be important for
SFGs and becomes more important at higher rest-frame frequencies
(see e.g. Tabatabaei et al. 2017; Galvin et al. 2018). In the synchrotron
mechanism, radiation is emitted when electrons, that are moving at
relativistic speeds, spiral in magnetic fields. For SFGs, the relativistic
electrons are generated in supernova remnants, and so this radio
emission acts as a proxy for star formation within a galaxy. This leads
to relations as in the works of Bell (2003), Garn et al. (2009), Jarvis
et al. (2010), Davies et al. (2017), Delhaize et al. (2017), Giirkan
etal. (2018), Delvecchio et al. (2021), and Smith et al. (2021), which
link radio luminosity to star formation rates (SFRs) and also to their
infrared emission through the infrared radio correlation. For AGN,
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Source counts & sky temperature from MIGHTEE

the relativistic electrons spiral in the jets associated with the accreting
supermassive black holes. Historically, those AGN which exhibit jets
are often further classified based on their morphology (Fanaroff &
Riley 1974) and more recently AGN have been classified on their
accretion mechanisms (see e.g. Best & Heckman 2012; Heckman
& Best 2014; Whittam et al. 2018; Williams et al. 2018). For faint
surveys, with the telescopes described above, a substantial population
of radio quiet AGN will also become important within the sources
observed.

One way in which we can investigate the contribution of different
extragalactic radio populations to the radio source landscape is by
looking at the distribution of radio sources as a function of flux
density. This is typically done through investigating the source counts
of radio sources (see e.g. Owen & Morrison 2008; Ibar et al. 2009; de
Zotti et al. 2010; Vernstrom et al. 2016; Mandal et al. 2021; Matthews
et al. 2021a; van der Vlugt et al. 2021). At high flux densities,
the dominant radio source populations are powerful AGN (see e.g.
Mauch & Sadler 2007; Padovani 2016; Smolci¢ et al. 2017b) and this
is therefore reflected in various simulated catalogues of radio sources
(Wilman et al. 2008; Bonaldi et al. 2019). However, with sensitive
surveys such as those described in Smolci¢ et al. (2017a), Shimwell
etal. (2019), Heywood et al. (2022), Tasse et al. (2021), Sabater et al.
(2021), and Norris et al. (2021), we are able to detect significant
numbers of the faint radio extragalactic populations. These include
SFGs as well as the faint, radio quiet AGN populations (Padovani
etal. 2015; White et al. 2015, 2017). The contribution of these sources
is responsible for the flattening in the source counts distribution at
<mly flux densities at 1.4 GHz (see e.g. Jarvis & Rawlings 2004;
Smol¢i¢ et al. 2017b).

These faint source counts have been investigated using the new,
sensitive surveys from LOFAR (Mandal et al. 2021), VLA (Smol¢ié¢
et al. 2017b; van der Vlugt et al. 2021) and GMRT (Ocran et al.
2020). The recent source counts from MeerK AT DEEP2 observations
(Mauch et al. 2020; Matthews et al. 2021a) covered 1.04 deg? and
used both the source counts from catalogues as well as inferred
subthreshold source counts from probability of deflection, P(D),
analysis (Matthews et al. 2021a). Previous deep sub-ply source
counts have been inferred with both P(D) analysis (see e.g. Condon
etal. 2012; Vernstrom et al. 2016) as well as using Bayesian stacking
(see e.g. Zwart, Santos & Jarvis 2015). These have produced the best
constraints on source counts at sub-pJy levels to date. These deep
observations are typically restricted to small areas, whilst at low
frequencies the LOFAR surveys have constructed source counts over
relatively large areas (~25 deg? Mandal et al. 2021) to ~200 wly
at 144 MHz (~40 wly at 1.4 GHz). For the deepest observations at
GHz frequencies, the surveyed areas are small, including the deepest
source counts available from van der Vlugt et al. (2021) and Algera
et al. (2020) which covers 350 arcmin? and so is limited by sample
variance (e.g. Heywood, Jarvis & Condon 2013).

Knowledge of the source counts distribution at faint flux densities
is also essential for understanding the integrated sky background
temperature. This provides the information necessary to model
the contributions of faint extra-galactic sources to the background
emission at radio frequencies. The radio sky background is especially
interesting to investigate at faint flux densities due to the large sky
temperature excess found by the ARCADE 2 experiment (Fixsen
et al. 2011). In their work, Fixsen et al. (2011) used radiometers
to measure the sky temperature between 3 and 90 GHz at seven
frequency values. This was combined with literature values (such as
Reich & Reich 1986, at 1.4 GHz) to create a model for the total sky
background temperature in the range of 22 MHz—-10 GHz. However,
this work has been shown to be in disagreement with work from the
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catalogues of radio surveys. Whilst one explanation for this large
sky temperature could have been an excess of faint (~pJy) radio
sources, recent work by Vernstrom, Scott & Wall (2011), Murphy &
Chary (2018), Hardcastle et al. (2021), and Matthews et al. (2021b)
have indicated that it is not possible to explain the ARCADE 2
measurement using deep radio surveys.

One deep, relatively large area radio survey which also bene-
fits from a vast wealth of ancillary multiwavelength data is the
MeerKAT International Giga Hertz Tiered Extragalactic Exploration
(MIGHTEE) survey (Jarvis et al. 2016; Heywood et al. 2022). When
completed, these observations will cover a total area of 20 deg?,
covering four extragalactic fields (COSMOS, E-CDFS, ELAIS-S1
and XMM-LSS). This should allow a range of different environments
(e.g. clusters, voids etc.) to be observed and investigated, mitigating
the effect of sample variance. The continuum Early Science data
release of the MIGHTEE survey (Heywood et al. 2022) covers a
fraction of two of the four fields: COSMOS and XMM-LSS. This
release consists of both a lower (~8 arcsec) and higher (~5 arcsec)
resolution image. In total, these observations cover ~5 deg? to a
typical thermal noise of ~2 puJy beam™' in the lower resolution
image and ~6 wJy beam™! in the higher resolution image.

Importantly, MIGHTEE'’s survey strategy targets those fields with
some of the best multiwavelength ancillary data. This spans the vast
ranges of the electromagnetic spectrum, and a non-exhaustive list of
these observations include those from the X-ray (see e.g. Hasinger
et al. 2007; Chen et al. 2018; Ni et al. 2021), optical (see e.g. Davies
et al. 2018; Aihara et al. 2018; Davies et al. 2021), near-IR (see
e.g. McCracken et al. 2012; Jarvis et al. 2013; Laigle et al. 2016),
mid-IR (see e.g. Lonsdale et al. 2003; Mauduit et al. 2012), far-IR
(see e.g. Oliver et al. 2012; Ashby et al. 2013), and radio (see e.g.
Bondi et al. 2003; Tasse et al. 2007; Smolcic et al. 2017a; Hale et al.
2019; Heywood et al. 2020) wavelengths. This produces a wealth
of information to help characterize source types (e.g. SFG or AGN)
and also the properties of the host galaxies (e.g. star formation rate,
SFR, and stellar mass, M) through methods such as spectral energy
distribution (SED) fitting.

In this paper, we investigate the deep source counts distribution
from the continuum Early Science data release of the MIGHTEE
survey in the COSMOS and XMM-LSS fields. We then make
use of the classifications that use the large amounts of ancillary
data within the MIGHTEE fields to consider the contribution to
the integrated background sky temperature from AGN and SFGs
separately. Using radio observations at these depths and investigating
the sky temperature contribution from AGN and SFG respectively
is something which benefits from surveys such as MIGHTEE where
depth, area, and multi-wavelength information are all combined.

The layout of this paper is as follows. In Section 2, we describe the
data used for this analysis before we then outline the methods used
for calculating the incompleteness of the source counts in Section 3.
Using the measurements of source count completeness, we determine
the corrected source counts which we present in Section 4 before
using these corrected source counts to determine the integrated sky
background temperature contribution of AGN and SFGs. We then
discuss these results in Section 5, before drawing conclusions in
Section 6.

2 DATA

In this section, we give a brief overview of the continuum data from
the MIGHTEE continuum Early Science data release (Heywood
et al. 2022) that are used in this paper. Furthermore, we also use
the catalogues generated from cross-matching (Prescott et al. in
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preparation) and further classified by their source type (Whittam
et al. 2022), which are used to investigate the contribution of AGN
and SFGs. Further information and details on the MIGHTEE Early
Science continuum data release can be found in Heywood et al.
(2022), where information on data access can also be found.

2.1 MIGHTEE continuum data

The images used for this work are taken from the Early Science
data release in the MIGHTEE survey, which cover the COSMOS
(~1.6 deg?) and XMM-LSS fields (~3.5 deg?). For the COSMOS
field, a total of 17.45 h of observations (on target) were taken over a
single field of view centred at RA: 10"00™28.6°, Dec: +02°12'21".
Three observations of the field were taken in April 2018, May 2018,
and April 2020, respectively. For XMM-LSS, three pointings were
used to construct the mosaicked image of the field, with individual
field centres of (02" 17™51%, —04°49'59"), (02M20™m42¢, —04°49'59"),
and (02"23™22%, —04°49'59"). Each pointing was observed twice
during October 2018 with ~12.4 h on each field centre.

Data reduction is described comprehensively in Heywood et al.
(2022) and used a combination of both direction-independent and
direction-dependent calibration. CASA (McMullin et al. 2007) was
used to determine gain solutions from the primary and secondary
calibrators and these were applied to the target data which were
subsequently flagged using TRICOLOUR.? Direction-independent
imaging and self-calibration of the target data set was performed
using a combination of WSCLEAN (Offringa et al. 2014) and the
CASA GAINCAL task. Direction-dependent calibration was then
calculated and the fields were then imaged using a combination
of KILLMS (Smirnov & Tasse 2015) and DDFACET (Tasse et al.
2018).

Final images were constructed using two Briggs’ weighting values
(Briggs 1995a,b): 0.0 and —1.2. The first Briggs® weighting of 0.0
was optimized to improve the sensitivity of the image (thermal noise
~2 uJy beam™', though observed noise in the central regions is
~4-5 uJy beam™! due to confusion), however this compromised
the resolution and led to 8.6 arcsec (8.2 arcsec) resolution for
COSMOS (XMM-LSS) field. A second Briggs’ weighting of —1.2
instead prioritized resolution over depth of the image and resulted
in images with 5.0 arcsec resolution but with poorer sensitivity
(thermal noise ~6 wJy beam™'). For the work in this paper, we only
make use of the low-resolution images, to probe the source counts
and sky background temperature to faintest flux densities possible.
However, this does mean our images are more likely to be affected by
confusion.

Sourcey catalogues were generated by running the PYTHON Blob
Detector and Source Finder (PyBDSF; Mohan & Rafferty 2015),
using the default source extraction parameters. PyBDSF produces
both a source catalogue (srl) file as well as a list of the Gaussian
components (gaul) that are used to model the radio emission
above 30 of the local sky background. The respective advantages
of these two catalogues will be described further in Section 3.2.
Considering the Gaussian component catalogues only, there are a
total of 9915 components in the COSMOS low-resolution image
and these were combined into 9252 sources. In the XMM-LSS low-
resolution image there are 20 397 components detected and 19 290
sources. Subsequent visual inspection of these images and catalogue
led to a removal of a handful of spurious sources, as described in
Heywood et al. (2022).

Zhttps://github.com/ska-sa/tricolour
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2.2 Effective frequency map

For each image, an effective frequency map was also constructed
in Heywood et al. (2022). This reflects the changing nature of the
effective frequency at each location within the image due to the
response of the primary beam of MeerKAT being both a function of
position within a pointing as well as frequency. Observations were
taken across a wide frequency band, ~900-1600 MHz, and factors
such as the flagging of the raw data, the varying response of the
primary beam with frequency and the mosaicing of data means the
effective frequency is not a constant value across the image.

The effective frequency maps that were created and released with
Heywood et al. (2022) for the low resolution images in the COSMOS
and XMM-LSS fields can be seen in Fig. 1. Fig. 1 a shows that
the effective frequency for the COSMOS field is higher towards the
centre of the field (~1.4 GHz in the low resolution image), decreasing
to lower frequencies at greater distance from the pointing centre. For
XMM-LSS (Fig. 1b), the distribution in effective frequency is more
complicated, due to the mosaicking of three pointings that were used
to construct the full field. As such there are higher values for the
effective frequency towards the centre of the east and west-most
pointings. The overlap between the central pointing and the east and
west pointings, however, shows slightly lower effective frequencies.

For our work, we scale our source counts to acommon frequency of
1.4 GHz, assuming a synchrotron power law spectrum.? The colour
bars in Fig. 1 therefore not only show the change in frequency,
but also the value of the correction for the flux density of sources
at each position within the map to ensure a common frequency
of 1.4 GHz. Depending on the location within these images, this
correction factor is in the range of ~0.9—1.0. The effective frequency
maps from Heywood et al. (2022) do not have associated errors with
the maps and we do not have spectral indices and associated errors
for each individual source. Therefore, there are likely very small
uncertainties on these correction factors. However, given the small
frequency corrections, small changes in the spectral index should not
contribute significantly to the errors in the source counts presented
in Section 4.1.

2.3 AGN and SFG classification of MIGHTEE sources

The classification of radio sources into AGN and SFGs within the
MIGHTEE continuum early science data release is the result of
combined efforts to identify host galaxies for the objects detected by
PyBDSF (described in Prescott et al. in preparation) and a process of
using multiple multiwavelength diagnostics to separate AGN from
SFGs (described in Whittam et al. 2022). This identification of host
galaxies and classification into AGN and SFGs uses a subset of
the MIGHTEE Early Science continuum data, over 0.8 deg? of the
COSMOS field.

In Prescott et al. (in preparation), components within this central
region of COSMOS were cross-matched to probable host sources
from a compilation of catalogues that combine optical and near-
IR data from a multitude of wavelengths and telescopes, such as
the Canada—France—Hawaii Telescope Legacy Survey (CFHTLS),
Hyper Suprime Cam (HSC), Visible and Infrared Survey Telescope

38,0cv™%; where S, is the integrated flux density at a given frequency, v, and
the spectral index is denoted by . We assume o = 0.7 throughout this paper
unless otherwise stated. A spectral index of 0.7—0.8 has been commonly
measured, see e.g. SmolCi¢ et al. (2017a), Calistro Rivera et al. (2017), de
Gasperin, Intema & Frail (2018), An et al. (2021) and are commonly assumed
values in the literature.
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Figure 1. Effective frequency map of the COSMOS field (left) and XMM-LSS field (right) released in Heywood et al. (2022). The colour bar indicates the
effective frequency as well as the correction factor needed to convert flux densities at the given frequency to 1.4 GHz assuming a synchrotron power law.

for Astronomy (VISTA), and the Spitzer space telescope (for more
information on these compilation catalogues see Bowler et al. 2020;
Adams et al. 2020, 2021). An updated version of the XMATCHIT
code (see Prescott et al. 2018) was used for visual host galaxy
identification, using composite images for each source that combined
UltraVISTA (McCracken et al. 2012) Kg-band images with radio
contours from MIGHTEE and from the VLA 3 GHz COSMOS
survey (Smolci¢ et al. 2017a) overlaid on the image. These im-
ages were visually inspected by members of the MIGHTEE team,
providing host galaxy identification for ~83 per cent of PyBDSF
Gaussian components, including those that were in regions masked
by the multiwavelength data. The remaining components either did
not have counterparts assigned or were too confused to assign a
host. This process also identified those Gaussian components which
needed to be combined into a single source, as well as identifying
those components which appeared to be from multiple individual
host sources. Exact details of the number of components which are
classified as multicomponent sources, have no counterpart or are
confused, can be found in Prescott et al. (in preparation).

Source classifications into AGN or SFGs were subsequently made
using the wealth of multiwavelength data and the knowledge of
the host from the cross-matched catalogue as described in Whittam
et al. (2022). The combined multiple diagnostics are summarized
here. First, diagnostics from X-ray emission were used to identify
AGN, with Ly > 10** ergs~'. Secondly, excess radio emission was
identified using the infrared-radio correlation from Delvecchio et al.
(2021) where sources with radio emission >20 above the correlation
were defined to be AGN. Moreover, AGN were identified from their
mid-infrared colours using the colour cut described in Donley et al.
(2012). Finally, sources that are found to be point-like at optical
wavelengths (using Hubble ACS /-band data) were described to be
optical AGN. The remaining sources were assumed to be SFGs
if they failed all of these four criteria and probable SFGs if they
had z > 0.5 but satisfied all the non-AGN criteria (due to X-ray
observation limitations, see Whittam et al. 2022). For the sources
which were cross-matched to a host galaxy in Prescott et al. (in
preparation) ~88 per cent of sources are associated as either an AGN,
SFG, or probable SFG. This represents ~73 per cent of the total
sources, including sources within masked regions. It is with these
classifications that we will investigate the respective contribution of
SFG and AGN to the background sky temperature.

As mentioned, this only uses the classifications across the
~0.8 deg® central area of the COSMOS field. Therefore any
assumptions on the fraction of AGN/SFGs for the larger COSMOS

region or for the XMM-LSS field are made assuming the ratio from
the ~0.8 deg? COSMOS region.

3 CALCULATION OF SOURCE COUNTS AND
INCOMPLETENESS

In this section, we discuss the methods to determine the source counts
for the catalogue of radio sources and to subsequently calculate the
background sky temperature for these data. We also discuss our
methods to calculate the incompleteness within these images and to
correct for this to understand the intrinsic source count distribution.

3.1 Calculation of source counts

Source counts quantify the number of sources (N) within a flux
density (S,) bin (i.e. %) per unit steradian observed on the sky
(combined to give n(S,)). Typically, the counts are Euclidean nor-
malized and so the Euclidean normalized source counts are denoted
by n(S,,)Sf'S. We first calculate the raw source counts using the
PyBDSF catalogues of Heywood et al. (2022) corrected to a frequency
of 1.4 GHz using the effective frequency map. However, these
observed raw source counts will decrease at faint flux densities due to
incompleteness from varying sensitivity across the image. Therefore,
in order to calculate the intrinsic source counts distribution, we must
first determine the appropriate completeness corrections to account
for underestimations in the raw source counts.

3.2 Source vs. component catalogues

As described in Section 2, PyBDSF produces both a source and com-
ponent catalogue. The component catalogue describes the property
of each Gaussian component used to model emission within the
image, whilst the source catalogue describes the properties of sources
where Gaussian components, which are believed by the algorithm to
be associated with the same source, have been combined together.*
Both of these catalogues have advantages in different regimes and
the decision on which catalogue is appropriate to use will also
be dependent on the science goals. For images that are close to
confusion and where real radio sources may appear close together on
the sky, it may be more appropriate to use the Gaussian component
catalogue, at the faintest flux densities, to avoid combining different

“See https://www.astron.nl/citt/pybdsf/algorithms. html#grouping-of- gauss
ians-into-sources for further details
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Figure 2. Euclidean normalized source counts at 1.4 GHz using the raw PyBDSF components (light blue stars) and source (steel blue diamonds) catalogues over
the central ~0.8 deg? of the COSMOS field, compared to the cross-matched catalogue (black open circles triangles) and the cross-matched catalogue where
any components which were split based on their 3 GHz flux densities have been recombined (purple triangles). Also plotted in grey to highlight the results from
previous observational data are also shown for 1.4 GHz source counts from de Zotti et al. (2010) (dots), Smol¢ic et al. (2017b) (pentagons), Mauch et al. (2020)
(squares), Matthews et al. (2021a) (triangles), and van der Vlugt et al. (2021) (diamonds). For data at other frequencies, these are scaled to 1.4 GHz assuming «

=0.7.

true extragalactic radio sources into a single source. However, using
a Gaussian component catalogue will mean that resolved jetted AGN
or nearby SFGs may be split into many Gaussian components, which
typically affects brighter flux densities.

To investigate what is the best catalogue to use for our specific
science goal, we consider which source counts appear most ap-
propriate for the data using knowledge of the source counts from
the cross-matched catalogue. We show, in Fig. 2, the difference
between the raw source counts (i.e. not corrected for incomplete-
ness) using the PyBDSF source and Gaussian component catalogues
over the ~0.8 deg” cross-matched area and compare this to the
source counts of the cross-matched catalogue of Prescott et al.
(in preparation).

Fig. 2 shows the effect of combining associated components using
the 0.8 deg? COSMOS cross-matched region. Above 1 mly, these
source counts differ significantly from the counts from the PyBDSF
Gaussian component (gaul) catalogue, and are more similar to the
counts from the PyBDSF source (sr1) catalogue. This relates to large,
bright, multicomponent AGN within the field such as those with
Fanaroff Riley Type I and II morphologies (Fanaroff & Riley 1974).
At fainter flux densities (~50 pJy—1 mly), there is less variation
between the cross-matched catalogue source counts and those from
the raw source and component catalogues. Below ~50 wly, again
there are discrepancies between the cross-matched catalogue source
counts and those from the raw source and component catalogues,
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but in this flux density range this is a consequence of splitting
objects detected as single sources in PyBDSF which are in-fact
multiple sources which are confused. This can be seen by the source
count distribution where any split sources have been recombined.
Below ~50 ply, the cross-matched source counts seem to slightly
better reflect those of the component catalogue. This is probably
because the fainter population of sources are more often single
component objects, and therefore the source counts based on the
PYBSDF source catalogue are instead underestimated compared to
the cross-matched catalogue. This would be due to sources being
incorrectly combined with other nearby sources into multicomponent
objects and is expected due to the effect of confusion within the low
resolution MIGHTEE images.

As can be seen in Fig. 2, the source catalogue from PyBDSF
provides more comparable agreement to the source counts from
the cross-matched catalogue over a wide range of flux densities,
compared to those from the Gaussian catalogue. As such, we proceed
with this work by making use of the raw data source catalogues
to calculate the source counts and calculate the source counts
completeness corrections using the simulated and recovered source
catalogues from our simulated images. This should help provide an
understanding of the source counts distribution across a large flux
density range of ~0.01-100 mJy. For bright sources, which are rare
and are less well sampled in the area of the MIGHTEE Early Science
data, these are better constrained, across a range of frequencies, from
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the catalogues of larger area sky surveys (such as Condon et al. 1998;
Shimwell et al. 2019; Hale et al. 2021).

3.3 Simulations to determine incompleteness

In order to understand the intrinsic source counts distribution, we use
simulations to quantify the incompleteness in these source counts,
which we then correct for. For these simulations, we use realistic
mock radio catalogues that reflect the radio sky to investigate the
detection of sources across the image. These simulations allow us
to consider the combined incompleteness seen due to the effects
of source finder incompleteness, resolution bias, and sensitivity
variations across the image. We use three different radio sky models
from simulations in order to investigate the completeness, which
shall be discussed separately in Sections 3.3.1-3.3.3. For each of
these different input source models, we follow the approach of many
previous works (see e.g. Williams et al. 2018; Hale et al. 2019, 2021;
Williams et al. 2021; Shimwell et al. 2022) and inject simulated
sources into images of the corresponding field and determine how
successful source detection is.

For our work, it is important to understand both which image
we should inject our simulated sources into, as well as how many
sources to inject into the given image. Due to the confusion within the
image, it is challenging to inject a large number of sources into the
image itself. Alternatively, sources can be injected into the residual
image, which is the observed image with the modelled Gaussian
components subtracted. In the residual image, a much larger number
of simulated sources can be injected into the image. However, as
discussed above, the MIGHTEE images suffer from confusion so
there will still be a large number of faint sources in the residual
image that were previously unable to be detected above So. Due to
confusion, the rms (root mean square, or noise) will be affected by
the sources (both number and flux density) within the image. With no
bright sources in the residual image, the intrinsic rms of this residual
image will likely be lower than the rms calculated for the original
image; this will therefore affect the measured completeness as a
function of flux density. Similarly, if too many simulated sources are
injected, the rms may be much larger than measured for the original
image. This choice of which image to inject sources into and how
many simulated sources to inject will be dependent on the simulation
used. We therefore discuss these details further for each simulation,
respectively, in Sections 3.3.1-3.3.3.

3.3.1 SKADS

Firstly, we created simulated sources across the image using the radio
sources from the Square Kilometre Array Design Study simulations
(SKADS; Wilman et al. 2008, 2010). To do this, we take the SKADS
components catalogue covering 100 deg” of simulated sky to a
minimum source flux density of 5 pJy at 1.4 GHz. Each source is
constructed using components, which have an individual flux density,
a simulated size and a simulated position. For some sources, such as
SFGs, these can be constructed using single SKADS components.
For other sources, such as Fanaroff-Riley type AGN (Fanaroff &
Riley 1974), these consist of multiple components to represent the
core and lobes of the source. The input source counts distribution
for the SKADS simulation can be seen in Fig. 3, and appears to
underestimate the source counts at faint flux densities (S} 4gn, <0.1
mlJy) compared to recent measured source counts distributions (see
e.g. Smolci¢ et al. 2017a; Prandoni et al. 2018; Mauch et al. 2020;
Matthews et al. 2021a). Therefore, we will also consider a modified
version of this input distribution, which is discussed in Section 3.3.2.
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Figure 3. Euclidean normalized 1.4 GHz source counts models used in this
work and compared with previous data and simulations. Simulations shown
are from SKADS (red dotted line; Wilman et al. 2008); the modified SKADS
model described in 3.3.2 (red solid line); SIMBA (black dashed line). This
is compared with P(D) analysis from Matthews et al. (2021a) (grey shaded
region) and previous observational data from de Zotti et al. (2010) (dots),
Smol¢ic et al. (2017b) (pentagons), Mauch et al. (2020) (squares), Matthews
etal. (2021a) (triangles), and van der Vlugt et al. (2021) (diamonds). For data
at other frequencies, these are scaled to 1.4 GHz assuming o = 0.7.

In order to construct simulated images from which we can estimate
the completeness, we choose locations randomly distributed over the
sky within the field of view to inject simulated sources. A simulated
source is then generated in the following manner, following the
method of e.g. Hale et al. (2021). After randomly selecting a source
from the SKADS catalogue, each SKADS component is modelled as
an elliptical disc or a point source depending on the source size. Each
component is then convolved with a 2D Gaussian kernel which has
the same FWHM as the restoring beam of the radio image and scaled
to retain the integrated flux density of the component (scaled to the
effective frequency at the position of the source). Each component for
a given source is combined together to make a model for the entire
source. This model is then injected into the image at the random
location for the source.

As we want to understand the completeness within the image, we
choose to inject a small number of simulated sources into the image
itself. For each simulation, we inject 1000 sources for the COSMOS
field and 2000 sources in the larger XMM-LSS. We repeat these
simulations 1000 times on each image in order to build up better
statistics of the completeness.

3.3.2 Modified SKADS source model

As described in Section 3.3.1, there is growing evidence that the
SKADS model underestimates the observed source counts at faint
flux densities (S146n, < 0.1mly). To ensure that underestimations
of the source counts model from SKADS is not affecting our
derived completeness, we also use a modified version of the SKADS
catalogue in which the SFG sample within the SKADS catalogue
have been doubled. This difference in source population may affect
the measured completeness. For example, if the additional SFGs have
a different source size distribution to the AGN at these flux densities,
this then could affect the impact of resolution bias on completeness.
Doubling this population creates a raw source count distribution
which is in much better agreement with recent observations of source
counts at the faintest fluxes. We use this new input catalogue in the
same way as described in Section 3.3.1 to produce 1000 simulations
again with the same number of injected sources.

MNRAS 520, 2668-2691 (2023)

€202 ABIN || U0 1saNB Aq $8/2£89/8992/2/02S/2I01HE/SEIUW/WO09"dNO"D1WLSPED.//:Sd)lY WO PapEOjuMOd


art/stac3320_f3.eps

2674  C. L. Hale et al.

3.3.3 SIMBA light cone

Next, we consider the completeness using simulations which
account for realistic clustering within the field of view using a 1 deg?
simulated light cone from SIMBA (see e.g. Davé et al. 2019; Lovell
et al. 2021). SIMBA is a state-of-the-art suite of cosmological
hydrodynamic simulations resolving galaxies down to a stellar mass
of M, = 5.8 x 108 Mg within a (100 2~'Mpc)® box assuming a
Planck Collaboration et al. (2016) concordant cosmology with €2y
=03, Q) =0.7, Q2 = 0.048, Hy = 68 km s~'Mpc~', o3 = 0.82,
and n, = 0.97. SIMBA is unique in that it models the growth of
supermassive black holes via a two mode subresolution prescription,
namely, Bondi accretion from hot gas and gravitational torque
limited accretion from cold gas (see Anglés-Alcdzar et al. 2017).
In addition, SIMBA models the feedback from supermassive black
holes motivated by observations (Heckman & Best 2014) including
kinetic feedback in the form of bipolar jets. The model employed
by SIMBA has shown good agreement with observations of galaxy
properties (e.g. Davé et al. 2019) as well as black hole—galaxy
correlations and co-evolution (Thomas et al. 2019), and reproduces
a viable population of radio galaxies (Thomas et al. 2021). Radio
luminosities at 1.4 GHz for SIMBA galaxies are computed from star
formation as well as ongoing jet feedback using the scaling relations
detailed in Thomas et al. (2021).

Using a realistic light cone is important as, at the sensitivity and
resolution of MIGHTEE'’s lower resolution (~8 arcsec) images, we
are reaching the confusion limit within the survey. As such, the source
counts may be affected by confused sources not being correctly
identified as separate sources. Whilst the original SKADS catalogue
has large-scale clustering included, SIMBA will more accurately
represent both the ‘1-halo’ clustering (within the same dark matter
halo) and ‘2-halo’ clustering (within different dark matter haloes,
see e.g. Cooray & Sheth 2002; Zehavi et al. 2004), as it is based on
cosmological simulations. SIMBA realistically distributes galaxies
within a light cone over the redshift range 0 < z < 6 and projected
over 1 deg” of sky area. We use this to understand the effects of source
clustering and large-scale structure. Clustering may affect source
counts measurements both due to the effects of confusion and sample
variance (see Section 3.5). This light cone is created by combining
together snapshot images of the simulation at different times.

In order to use this light cone to investigate the effect of clustering
on completeness, we compare two approaches. In the first, we use the
positional information and the flux densities of the sources within
the light cone simulation.”> We then model each source within the
simulation as a point source using a 2D Gaussian model with the
properties of the restoring beam and inject the source into the residual
image. The residual image needs to be used in this simulation due to
the number of SIMBA sources to be injected. The MIGHTEE image
is already close to confusion and so it would not be useful to directly
inject these into the image. Injection into the residual image should
instead produce an overall source density broadly comparable to that
of the data. As the simulation only has a 1 deg? field of view, it
will not cover the field in its entirety. Therefore for each realization
we randomly generate a central position for the light cone within
the field of view and also randomly rotate the simulation within the
image. For the second approach, we use the same method but instead
of using the positions from SIMBA, we use random positions within
1 deg? of the image. By comparing the completeness using the two

SWe convert this from a flux density at 1.4 GHz to the effective frequency at
the source location using an assumed spectral index of « = 0.7; this is again
done to reflect the typical frequency for the image.
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approaches we can determine whether the intrinsic clustering plays
an important role in affecting the completeness of sources within the
field for this work. For each of the two SIMBA simulations we create
100 realizations. This is fewer simulations than in Sections 3.3.1 and
3.3.2, however as more sources are injected into the residual image,
we maintain good statistics.

In this simulation, we make the assumption that we can model each
of the simulated SIMBA sources as a point source. In reality, some
of the more extended sources would be resolved in the MIGHTEE
images. However, as we are primarily using these simulations to make
a direct comparison of the completeness with and without clustering,
the assumption that the SIMBA sources are unresolved will not be
likely to affect the results significantly. The effect of resolution bias
will instead be accounted for in the SKADS simulations. We also
note that the SIMBA simulations may have small box edge effects
when generating the light cone as discussed in Blaizot et al. (2005,
section 3.2.1) and Merson et al. (2013, section 4.1), but for the
small-scale clustering which may be important for completeness,
these effects should have a negligible effect. This simulation also
only represents one realization and so may be affected by sample
variance; however, we discuss including sample variance in our errors
in Section 3.5.

3.3.4 Summary of source count models

All the input source count models used in this work are shown in
Fig. 3. As can be seen, the modified SKADS distribution appears to
more accurately reflect the observed deep source counts compared
to both the original SKADS model and the SIMBA simulations. For
SIMBA, as the distribution of galaxies is related to cosmological
simulations, this discrepancy could relate to the calibration chosen
between the galaxies observed, their mass and SFR to the radio flux
observations. At bright flux densities (>1 mJy), SKADS models the
distribution of source counts well; however, SIMBA cannot constrain
the bright source counts due to the small volume size.

Once a simulated image was created (using the different models
described) PyBDSF was run over the image using the same parameters
asused in Heywood et al. (2022). By using the output catalogues from
PyBDSF and comparing this to the input catalogue, it is possible to
determine the effects of incompleteness across the field due to the
combined effects of rms variations as well as source finder detection
issues. Furthermore, this strategy of using simulated sources, includ-
ing those injected below the nominal So detection threshold, also al-
lows the effect of Eddington bias (Eddington 1913) to be considered.
However they do not account for variations in the source size models.
For each of the simulation methods described in Sections 3.3.1—
3.3.3, we repeated the method and generated multiple realizations to
calculate the variation in completeness (see Section 3.4).

3.3.5 High flux density simulations

At the very highest flux densities, the simulations described in
Sections 3.3.1-3.3.3 are limited because the source populations are
dominated by faint sources and so fewer sources are injected at
bright flux densities. Therefore, for the simulations in Sections 3.3.1
and 3.3.2, we conduct additional simulations where we only inject
brighter sources (>0.1 mJy) into our images. For each high flux
density simulation we inject 500 sources in the COSMOS field, and
1000 sources in the XMM-LSS image and run 1000 realizations.
We do not generate the same high flux density simulations for the
SIMBA simulations (described in Section 3.3.3), as these are used to
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understand the effects of clustering and confusion which primarily
affects the faint populations.

3.4 Calculating source counts corrections

3.4.1 Matching input and output catalogues

In order to determine how incomplete® our source counts are we want
to ensure that the sources detected by PyBDSF for each simulation
are those same simulated sources injected within the field, and
not any existing emission within the image prior to adding in the
simulated sources. Therefore, we compare the output detected source
catalogues to those originally within the image (MIGHTEE image
or residual image depending on the simulation) before calculating
the completeness. We shall call this catalogue the pre-simulation
catalogue. For the simulations of Sections 3.3.1 and 3.3.2, where
we inject sources into the image itself, these sources would be the
catalogue of Heywood et al. (2022). For Section 3.3.3 where, instead,
we inject the simulated sources into the residual image. Whilst it
might be expected that there are no sources in the residual image, with
the >50 sources removed from the image, the background emission
and rms values within the residual image is lower and therefore some
objects now exceed the So threshold of PyBDSF. Whilst some of these
new detections may be genuine faint sources, there will also be a con-
tribution of noise artifacts detected. Therefore, we also run PyBDSF
using the same detection parameters as in Heywood et al. (2022) over
the residual image to produce a pre-simulation source catalogue.

To determine the source counts incompleteness for each simula-
tion, we first match both the input simulated catalogues and the output
detected catalogues to the PyBDSF pre-simulation catalogue as well as
matching the output catalogue from the simulated image to both the
input simulated source and component catalogues. We remove any
sources within either the input or output catalogue that are matched
to the pre-simulation catalogue within a given angular separation.
This angular separation will be discussed further in Section 3.4.2
and is chosen to ensure that not only are detected sources correctly
associated to an input source, but also that any simulated sources that
are associated through the cross-matching process are not affected
by difficulties in determining whether the flux density contribution
arises predominately from the input source, pre-simulation source
or a combination of the two. This is especially important as we
are injecting predominantly faint sources, due to the source counts
distribution, and so do not want to confuse these faint sources with
bright sources which already exist within the image. Finally, we
determine a source to be in our ‘detected’ catalogue if either the
separation between the nearest input source or input component is
less than a certain angular separation’ (see Section 3.4.2). We do

SWhilst completeness is typically defined as the fraction of sources with
an intrinsic given flux density that are detected in the image irrespective
of measured flux density, here we define a total source counts completeness
correction factor. We define our source counts completeness to be the fraction
of sources detected within a flux density bin compared to the number of
simulated sources injected within the same flux density bin. This therefore
calculates a correction applicable to the source counts as a function of flux
density which incorporates both traditionally defined completeness as well
as the biases in measuring flux densities due to the source finder, the impact
of noise on flux density measurements and due to confusion.

7For the SIMBA light cone based simulations we only use the input simulated
catalogue source with flux densities > SpJy when matching to the output
sources. This is done to avoid matching detected sources to a less appropriate
faint source due to positional offsets in the source finding process.
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this secondary match to ensure that the detected sources are in fact
related to the simulated sources.

3.4.2 Determining the angular matching separation

First, we determine the appropriate matching radius to use to match
our detected sources from the simulations to the input sources as
well as to mask around any sources already detectable within the
image. Therefore, for each simulated source detected by PyBDSF,
we determine both its nearest pre-simulation catalogue source and
nearest input source and input component. In Fig. 4, we present
the distribution of the ratio of the measured PyBDSF source flux
density to the flux density of (a) the nearest pre-simulation source,
(b) the nearest input source, and (c) the component. These are
presented as a function of angular separation for the three simulations
described earlier. There are typically two distinct regions within the
distributions of flux density ratio, separated at an angular separation
of ~7.5 arcsec. For the top row of Fig. 4, we compare the flux density
ratio of the measured source to the nearest pre-simulation source. At
very small angular separations (0.5 arcsec), this flux density ratio
is ~1 where we are identifying those sources that are only from
the pre-simulation sources already in the image. As the separation
increases, this ratio increases to ~2-3 up to ~7.5 arcsec. This is
likely a result of pre-simulation sources merging with faint simulated
sources. At separations larger than 7.5 arcsec, the scatter in the flux
ratio distribution increases due to association of an undetected input
source with a random nearest neighbour.

In the middle row of Fig. 4, we compare to the input source
catalogue and we again see a large number of matches at small
angular separations with flux density ratios of ~1, as expected. The
scatter around this flux density ratio of 1 increases at large angular
separations. This increase in flux density ratio (and the scatter around
it) appears to be due to lower signal to noise sources whose flux
density and positions are more easily influenced from being on a
noise peak or trough. However, this will preferentially be biased to
having larger measured flux densities compared to input flux densities
as sources on noise peaks are more likely to be detected by PyBDSF
than those on noise troughs. It is possible to see that there are a small
group of sources at larger ~5-10 arcsec separation with an input to
output flux density ratio of ~0.5. This relates to double lobed AGN
within our simulation that have been detected by PyBDSF as two
separate sources. Similarly in the bottom row of Fig. 4, where we
compare to the nearest component, there are now a group of sources
with flux density ratios of ~2 at separations <2.5 arcsec. These are
those sources which were simulated as two components, but PyBDSF
only detects a single source.

The dichotomy in sources which occurs at ~7.5 arcsec leads us
to use this as the matching radius. We do note though that for those
multicomponent AGN that are detected as two separate sources by
PyBDSF, both detected components will be included in the output
catalogue, as opposed to one single input source. However, in our
real MIGHTEE images there will also be single sources that PyBDSF
detects as multiple components. Therefore, where these sources
influence the completeness and so the corrected source counts, this
will likely be correcting the measured source counts in the catalogues
in the same way as necessary for the PyBDSF catalogues from the
images. As discussed in Section 3.4.1, we therefore remove all
simulated input/output sources that are matched to the pre-simulation
catalogue within 7.5 arcsec. After applying this angular separation
radius, we present the comparison of the input flux density to the
measured flux density for the COSMOS field in Fig. 5. This is shown

MNRAS 520, 2668-2691 (2023)

€202 ABIN || U0 1saNB Aq $8/2£89/8992/2/02S/2I01HE/SEIUW/WO09"dNO"D1WLSPED.//:Sd)lY WO PapEOjuMOd



2676  C. L. Hale et al.

x
E SKADS + Extra SFGs 101 SIMBA
5 T
© oty
o L
; o
] e
w o
5 " hh
2 S _ 1okt
) (-5
3 byd
& R ih
L B
o in oin
[ ot
H KR
5 b
= H i
i s 1 1071 -
& 107 107t 10° 10! 10? 1072 107! 10° 10t 10?
2 Pre-Simulation Source Separation (*) Pre-Simulation Source Separation (")
x 1 10! e
g B
e i |
el st |
e -~
8 H
g . i
0 10%7 Fae 7
] I3 4
5 to
c on
= P
3 n o
= N~
g o
° : 1011 L i}
107! 10° 107! 10° 1077 107! 10° 10t 10?
% Input Source Separation (") Input Source Separation (") Input Source Separation (")
£ 3 10° R
= Bl
el P
e st |
€ i
[ i
c i
=] (]
g' i
s 10%7 ERE 2
3 i
4 I
3 [
a [
c i
S oun
El i
= i
8107 107 1072 L
] J ] i
2107 107! 10° 10! 1072 107! 10° 1072 107! 10° 10t 10?
Input Component Separation (") Input Compenent Separation (") Input Component Separation (")
(a) COSMOS

NR
= 20.0

10.0

6x10°

5.0

4x10°

3.0

Figure 4. Comparison of the ratio of flux densities between a detected source in the simulated image and its nearest pre-simulation source (top row), nearest
input source (middle row), and nearest input component (bottom row) as a function of angular separation. This is shown for the SKADS simulations (left,
Section 3.3.1), modified SKADS model simulations (centre, Section 3.3.2) and SIMBA based simulations (right, Section 3.3.3) in the COSMOS field. Each
point represents a source and is coloured based on its detection signal-to-noise ratio. The dashed lines represent 2.5, 5, and 7.5 arcsec separations as a guide
only. The result for the XMM-LSS field are not presented as the results are very similar to those shown for the COSMOS field.
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relation and the results are shown for the combined simulation results for three simulation models SKADS (left), modified SKADS (centre) and SIMBA light

cone (right). The grey dotted lines represent flux density ratios of 0.5 and 2.

for the three input simulation models, where the high flux simulations
can be seen above 0.1 mlJy.

As expected, at high flux densities sources have measured inte-
grated flux densities in agreement with their simulated flux densities,
as the sources are bright and the noise is comparatively low. However,
for fainter simulated sources the noise is more comparable to the flux

MNRAS 520, 2668-2691 (2023)

densities of the sources themselves. For these faint sources, there is a
clear excess in flux density that is important below ~0.1 mJy, leading
to an artificial boost in the measured flux density of a simulated
source. As discussed previously, sources are both likely to be located
on noise troughs as well as peaks, but those affected by noise troughs
are less likely to be detected by a source finder, due to the reduced
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Figure 6. Source counts correction factor as a function of flux density within the COSMOS (left) and XMM-LSS (right) fields for the simulations using the
SKADS (navy stars), modified SKADS (blue diamonds), and SIMBA light cone both with (blue triangles) and without (light blue pentagons) clustering effects.

peak flux values and hence the reduced signal to noise. The increase
in scatter at 0.1 mJy reflects the large number of high flux density
simulations, where the majority of sources will be detected. As can
be seen in Fig. 5, there are a number of sources for the SKADS-based
simulations where the measured source flux density of some brighter
sources is approximately half of the input flux density. This relates,
as discussed above, to those sources with multiple components
which have been split into two sources when measured with PyBDSF.
Fig. 5 shows only detected sources, which preferentially have higher
flux densities than the injected simulated sources (Eddington bias;
Eddington 1913). This bias towards measuring larger flux densities
than were simulated is also notable in Fig. 6 where the source count
completeness appears larger than 1 at certain flux densities.

3.4.3 Quantifying source counts completeness and the associated
errors

The flux density-dependent source count completeness for each field
is then determined by comparing the binned flux density distribution
of input sources scaled to 1.4 GHz based on the input source position
(excluding those within a certain angular separation to the original
image catalogue) to that of output measured flux density of the
sources in the detected catalogue, again scaled to 1.4 GHz (and
excluding those matched to the original image catalogue). We then
compare the full input and output flux density distributions using log-
arithmically spaced flux density bins. As such, the completeness (as
defined in this work) can be found to be greater than 1. This can occur
when predominately faint sources are boosted to higher flux densities
(although they may also decrease in flux densities). However, these
differences may also relate to any measurement errors when using
the source finder, PyBDSF. This is less likely to affect bright sources.

The combined average source counts completeness value is deter-
mined using the ratio of the detected binned flux distribution to input
source flux density distribution across all the simulations. To deter-
mine the uncertainty, we used the modified SKADS model to estimate
the expected number of sources in each flux density bin considered.
Using these numbers of sources, we construct random samples from
out simulated sources which have the expected number in each flux
density bin. By comparing the input flux density distribution of these
sources to the flux density distribution of their measured counterparts
(if they exist) a measurement of the completeness can be made. This
process is then repeated a number of times (Nyesamp) and the standard

deviation of these realizations is used to quantify the error. Nyegamp is
the approximate the number of independent samples we can consider
and is calculated by determining the median number of independent
samples across the flux density bins. This is ~20 samples for the low
flux density simulations, rising to ~200 samples when we use the
high flux density bins. The completeness errors are independently
determined for the standard and high flux density simulations. The
completeness and its errors above 0.5 mJy are constructed from these
high flux density simulations.

At the very highest flux densities, the accuracy of the completeness
estimates from these simulations may still be limited. Therefore, we
set the completeness to 1 (and the completeness error to 0) above a
flux density limit of 10 mJy. At these flux densities the number of
sources in a field are small and so the errors will be dominated by
small number statistics in these bins.

3.5 Resulting source count corrections

We present the results from investigating the source count com-
pleteness as a function of flux density in Fig. 6. This is shown
using the distribution of input source flux density to detected source
flux density and for the three different simulation models. The
completeness increases from 0 at ~10 pJy to a value larger than
1, before declining back down to a value of 1 at flux densities =1
mly. As discussed earlier, this increase above a value of 1 is not
unexpected, and reflects the differences between the input simulated
flux density and the flux density recovered when detected.

The underlying intrinsic source counts were calculated by dividing
the raw source counts (scaled to 1.4 GHz) by the source counts com-
pleteness calculated above. The associated errors are determined by
combining, in quadrature, the errors on the counts (from equations 9
and 12 of Gehrels 1986) as well as the standard deviation derived
from the completeness simulations and finally the error due to sample
variance from Heywood et al. (2013).

4 RESULTS

In this section, we present the results from investigating both
the corrected source counts and the integrated sky background
temperature from AGN and SFGs.
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4.1 Corrected source counts

We present the corrected Euclidean normalized source counts from
the combined results of the simulations using both the COSMOS
(upper) and XMM-LSS (lower) fields in Fig. 7. We present the
corrected source counts using each of the three models described
in Sections 3.3.1-3.3.3 as well as a comparison to the source counts
from the raw (uncorrected) MIGHTEE source counts. We further
present comparisons to input simulated models from Wilman et al.
(2008), and the simulated light cone from SIMBA as well as previous
observational data from de Zotti et al. (2010), Smolcic et al. (2017a),
Mauch et al. (2020), Matthews et al. (2021a), and van der Vlugt
et al. (2021). The source counts from de Zotti et al. (2010) are a
compilation of 1.4 GHz source counts from the literature from the
work of Bridle et al. (1972), White et al. (1997), Ciliegi et al. (1999),
Gruppioni et al. (1999), Richards (2000), Hopkins et al. (2003),
Fomalont et al. (2006), Bondi et al. (2008), Owen & Morrison
(2008), Kellermann et al. (2008), and Seymour et al. (2008). Our
derived source counts are also presented in Tables 1 and 2 for both
the COSMOS and XMM-LSS fields respectively, in each case giving
the raw and the corrected source counts from the three simulation
methods.® The source counts are shown for flux densities >10 pJy
however, given the 5 pJy flux density limit on simulated sources
(and hence potential residual Eddington bias effects) as well as the
increasing risk of systemic errors in completeness calculations at
the lowest flux densities (for example, due to the effects of source
size distributions on resolution bias), we recommend that strong
conclusions are only drawn above 3—4o (i.e. ~15—20 pJy) in order to
properly account for Eddington bias. This is indicated by the dashed
line at 15 Wy within Fig. 7. Our tabulated results only include the
source counts above 15 ply.

As can be seen in Fig. 7, the four simulation variations each pro-
duce corrected source counts in good agreement with one another in
the COSMOS field source counts and in XMM-LSS the two SKADS
simulations agree with each other and two SIMBA simulations are
in good agreement with each other, though with corrected source
counts slightly lower than the SKADS based source counts; this will
be discussed further in Section 5.1. Therefore, for future discussions
of the integrated background sky temperature we will only use the
results for the model described in Section 3.3.2 for the modified
SKADS simulations.

4.1.1 The effect of input source model

Whilst the consistency of our results give us confidence in our
completeness corrections, in this section we examine the effect of
using very different input source models. To do this we use two
parametrized models for the source counts which allow a great deal
of variation, including an uptick in the Euclidean normalized source
counts at the faintest flux densities. Using these input source models
we use the random simulations from the models of Section 3.3.1
to determine what the ‘observed source counts’ from a given input
model may be, which can be compared to the raw source counts to
test what limits of an input source model could be assumed and still
reconcile observations. We use the assumed source size distributions

8 As we use logarithmic binning, the quoted flux density mid-point is taken
using the mid-point of the logarithmic flux density bin. We also note
that although we include the SIMBA corrected source counts, these are
underestimated due to the fact sources are injected into the residual image,
see text. The SKADS or modified SKADS source counts should be used for
future comparisons.
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from SKADS as this should give us a good estimate of the input
model size distribution, assuming these are approximately correct.
The first model is a broken power-law model of the form:

N s )€ (S%)a (S < S0)

FT B ey
ds c(2) =5
and the second is a quadratic polynomial of the form:
dN 2
log)o (KSZ'S) = a; x 1og;o(S1.4 o1z)'- (@3

i=0

We sample the parameters C, Sy, o, and 8 (for the broken power-
law model) and three parameters for the polynomial (a; for i = 0,
1, 2) to determine an input source counts model. Using the random
simulated sources described in Section 3.3.1 (without the additional
high flux density simulations), we obtain an input simulated source
‘catalogue’, for a given input source model, and using the detected
flux densities for these sources to determine the ‘observed’ source
counts. These model ‘observed’ source counts are then compared to
the measured raw MIGHTEE source counts using EMCEE (Foreman-
Mackey et al. 2013) to sample the posterior likelihood space,
assuming a x? log likelihood function (In £ = —x?2/2) fit over the
flux density range: S;4: 1.5 x 10>—1.0 x 10~3Jy. For each run,
50 walkers with a chain length of 2000 steps are used to build up
our samples. We then repeat this 100 times for each field using
and each model. In order to ease computation for the polynomial
models, extreme models (with >107 sources in a flux density bin
were excluded). The range of parameters used for this fitting with
equation (1) were: log0(Sp) = [—5.5, —3.5]; log1o(C) = [0, 2]; «
= [-0.5, 1.5]; and 8 = [—1, 1]. For the model with equation (2),
instead the ranges used were: ap = [—3.0, 1.0]; a; = [-3.0, 1.0];
and a, = [-0.5, 0.5].

As the sampling code will randomly sample an input random
catalogue distribution based on the model, it is the case that a
different likelihood value can be obtained despite using the same
model parameters. As such, chains were able to become stuck in
a value where the likelihood for that given model and that given
random sample was high. To avoid over weighting these particular
parameter/randoms combinations, we use the last chain for each
walker when comparing the models produced by the sampler. The
results from the final chains of each of the source model simulations
are shown in Fig. 8. We note that for the quadratic polynomial model,
the large parameter range which is probed by the walkers results in
a number of walkers appearing to be stuck in likelihood values that
have not optimized. For the majority of walkers (~ 60-75 per cent
of walkers on average, closer to 100 per cent for the broken power-
law model) the final chains have log likelihood values >—50, whilst
the remaining walkers have anomalous log likelihood values (large
negative values), as such, these are removed from the samples plotted
as it is clear that these are poor fits to the data. Fig. 8 shows the range
in models only for those final chains with In £ >= —100. The 5Sth,
16th, 84th, and 95th percentiles for these chains are indicated on
the plot. Fig. 8 shows that both models agree well with both the
data of Matthews et al. (2021a) below ~ 70 wly as well as with the
modified SKADS model. The errors associated with the corrected
source counts calculated in Section 4.1 are comparable or larger
than those associated with the 16th and 84th percentiles, due to the
restricted parametrization.

Our source count models and measured source counts are in good
agreement with one another, in general, and the two parametrizations
agree well, though there are increasing discrepancies at the faintest

€202 ABIN || U0 1saNB Aq $8/2£89/8992/2/02S/2I01HE/SEIUW/WO09"dNO"D1WLSPED.//:Sd)lY WO PapEOjuMOd



Source counts & sky temperature from MIGHTEE 2679

COSMOS

=== Input Model: SKADS + Extra SFGs
Input Model: SKADS
= = |nput Model: SIMBA Simulations
B Matthews+ 2021 P(D)
van der Vlugt+ 2021
Matthews+ 2021
NVSS from Matthews+ 2021
Mauch+ 2020
Smol&ic+ 2017
de Zotti+ 2010
This Work - Corrected with SIMBA Simulations (no clustering)
—#— This Work - Corrected with SIMBA Simulations
—§— This Work - Corrected with Modified SKADS Simulations
Raw PyBDSF Catalogue
~— This Work - Corrected with SKADS Simulations

103

L

102

10

n(5)5%3 (Jy+Ssr?)

10°

107t

1073 1072 1071 10° 10t 102
1.4 GHz Flux Density (m]y)

XMM-LSS

- Input Model: SKADS + Extra SFGs
Input Model: SKADS

= = |nput Model: SIMBA Simulations
B Matthews+ 2021 P(D)

€ vander Viugt+ 2021

¥ Matthews+ 2021

#  NVSS from Matthews+ 2021

[

t

103

Mauch+ 2020

Smoltic+ 2017

de Zotti+ 2010

This Work - Corrected with SIMBA Simulations (no clustering)
—#— This Work - Corrected with SIMBA Simulations
4~ This Work - Corrected with Modified SKADS Simulations

Raw PyBDSF Catalogue
~dr This Work - Corrected with SKADS Simulations

102 4

10t

n(s}SZ.S Uyl‘SsrAl)

10°4

10-2 10-2 10! 10° 10 102
1.4 GHz Flux Density (m]y)

Figure 7. The 1.4 GHz Euclidean source counts for the MIGHTEE Early Science fields compared to previous models and observations for the COSMOS
(upper) and XMM-LSS (lower) fields. Presented are the raw counts (pink diamonds), corrected source counts using the simulations with SKADS (dark blue
stars, Section 3.3.1), modified SKADS (blue right diamonds, Section 3.3.2) and SIMBA light cone simulation both with clustering (blue right facing triangles,
Section 3.3.3) and without (light blue pentagons). This is compared to observational data from the compilation by de Zotti et al. (2010) (grey dots); from the
3GHz VLA COSMOS survey (1.4 GHz source counts from Smolci¢ et al. 2017b, grey pentagons); MeerKAT DEEP-2 observations by (Mauch et al. 2020;
Matthews et al. 2021a, grey squares and right facing triangles); NVSS source counts (as given in Matthews et al. 2021a, grey left facing triangles) and deep
COSMOS-XS observations (van der Vlugt et al. 2021, black diamonds). Also plotted are simulated models from SKADS (Wilman et al. 2008, 2010, red dotted
line), the modified SKADS model described in 3.3.2 (red solid line), the SIMBA simulations (Davé et al. 2019, black dashed line, also see Section 3.3.3), and
finally the sub-pJy models from P(D) analysis from (Matthews et al. 2021a, grey shaded region). For data at other frequencies, these are scaled to 1.4 GHz
assuming o = 0.7. The vertical grey dashed line indicates a value of 15 Wy, which is 3x the minimum flux density used in our simulations. At fainter flux
densities, our assumed minimum source flux may be affecting our work. Therefore, whilst these fainter flux densities are included here to indicate our agreement
with previous work, results below ~15 wJy should not be used for future comparisons and are therefore omitted from Tables 1-2.
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Table 1. Euclidean normalized 1.4 GHz source counts (at > 15uJy) from the COSMOS field. Shown are the mid-point flux density, flux density range, number
of sources within the flux density bin, N, raw source counts (Raw SC) and the associated errors due to Poissonian statistics only from Gehrels (1986). We then
present the corrected source counts from the SKADS simulations (Section 3.3.1), modified SKADS simulations (Section 3.3.2) and SIMBA simulations (with
source clustering, Section 3.3.3) and the errors which have been determined by combining the Poissonian errors, completeness simulation errors and cosmic
variance, see Section 3.5 for details. Also included are the source counts split into AGN and SFGs as described in Section 4.3 for the modified SKADS model,
again with the errors from Poissonian errors, completeness simulation errors and cosmic variance included, as well as the errors from resampling the AGN/SFG
fractions (see Section 4.3). These are presented for the two cases where the unclassified sources are assumed to be SFG (the SCagn and SCspG + Une columns)
and when the unclassified sources are assumed to be a mix of SFGs and AGN based on the flux density ratio of classified sources (given here with the subscript
‘ratio”). We note that as discussed in Section 4.2.1, whilst we present here the raw and corrected source counts above 10 mly for the full sample, these are not
used for the calculation of sky background temperature contribution from extragalactic sources, due to the smaller number statistics. As such, when we consider
the source counts for the different source types (AGN vs SFGs), these are not included above 10 mJy where the source counts from NVSS are used and classified
using the source ratio from MIGHTEE. Source counts are quoted to three significant figures.

N Smin — Smax N Raw SC SCskaps ~ SCrmod. skADS  SCsivBa SCacN SCskG + Unc  SCAGN, ratio  SCSFG, ratio
(Hy) (1y) Oy se™h gy s QyTseh gy sy sh o ayseh) o gy s gy s
2 1625 2497 0966000 303703 302°0% 23203 0GR 23903 osucgls 213703
32 25-40 161714 125700y 3547030 342700 2096 T8 07127008 270 7018 0980 T000 2,44 T4
50 40-63 275173 4251008 433702 4190 E 399703 1027008 3171007 140700 2.80 7013
79 63-100 220078 678700 5317938 50670 5007937 1587010 358702 257000 3.01 108
126 100-158 1174735 722402 5957036 577408 5603 2437018 364108 2867020 2911020
200 158-251 552133 6777030 625t0B  earthar 556 f0% 2761023 3347027 363703 2487103
316 251-398 20278 705709 686 0% 6667038 624703 3.68703% 2967030 465700 198102
501 398-631 14475 7.04T0% 6737078 6751078 649070 4451080 20281042 536106 1387038
794 631-1000 5870 5651081 ssither 542 09 s t0S o 400f0B 130703 470798 0.696 79353
1259 1000-1585 5919 sl ey st 2 hE 9T 17578 106t 0.695 700
1995 1585-2512 3517 136737 13870 137530 138137 119737 149f30 132738 0175 7986
3162 2512-3981 25%¢ 19440 193732 190t 178t 135t 324719 162t 02237038
5012 3981-6310 2% 340189 32878 330198 340709 172735 499038 21513 0307 248
7943 6310-10 000 9+ 277027 278716 277t 277 TR 24050 24578 2617057 0383 T3
12589 10000-15849  9*% 5541222 554184 5547104 55484 - - - -
19953 1584925119 914 110 32 110 ¥3; 110 ¥4 110 3} - - - -

31623 25119-39811 473 9801172 9801770 980T 98071170 - - - -

3 142 142 142 142
50119  39811-63096 3% 147 *¢5 147 *5 147 t48 147 *¢8 - - - -
3 284 284 284 284
79433 63096- 100000 3% 20218 292 292035 292178 - - - -

flux densities, where we are less able to constraining our model,
due to the Sy limit for our simulated sources. The fact that our
corrected source counts are in good agreement with these models
indicates that the assumed source count model simulations that were
used in order to calculate the corrected source counts in Section 3.5
are not substantially affecting the corrected source count models that
we determine. We do note that our models are slightly higher than
the P(D) results from Matthews et al. (2021a) below 10 ply, but as
these are in the flux density ranges below where we fit our data and
our simulated sources had flux densities >5 pJy, a discrepancy here
is not necessarily unexpected.

4.2 Sky Background temperature

4.2.1 Calculation of sky temperatures

The corrected source count distributions can then be used to calculate
the background sky temperature at 1.4 GHz. Following the procedure
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of Hardcastle et al. (2021) and Matthews et al. (2021b), we estimate
the sky background temperature, 7}, at a given frequency, v,
through the equations relating the thermodynamic temperature, 7,
and spectral radiance, I, for a blackbody (Planck’s law):

2hv3 1
= — 3)

IU
2
€ et — 1

where £ is the Planck’s constant, kg the Boltzmann’s constant and ¢
is the speed of light in a vacuum.

The spectral radiance is a measure of the flux density per unit solid
angle, at a given frequency, with standard units Wm~2 sr~! Hz™!,
Given that at radio frequencies we are in the Rayleigh—Jeans regime

]!;—"T << 1), then given a spectral radiance measurement at a given
frequency, this can be simplified to give the expression for the
brightness temperature, 7%, as
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Table 2. Euclidean normalized source counts table as in Table 1 but for the XMM-LSS field.
N Smin — Smax N Raw SC SCskaps  SCmod. skaDps  SCsivBa SCagN  SCsrG+Unc  SCAGN, ratio  SCSFG, ratio
(Wy) (1Jy) Ay seh  gyP s gyP s gy et gy et gyP e gy e gy s
20 16-25 648730 0.116 0003 2941012 2897030 211010 059500 2201008 0.840 T4, 2.04 0]
32 25-40 400478 1467000 3277011 3207047 2687003 0.667 T00s 253701 09191003 2287010
50 40-63 5686708 4057003 3891010 376716 355700 0918 T00% 2857013 1257007 251700
79 63-100 418976 5954000 4744020 4621020 4507010 142008 320 f041 1931000 269 F013
126 100-158 2220738 6207013 5201031 54703 5077037 189703 3247017 2557008 2597018
200 158-251 1023733 5787010 532403 5267027 4837026 2374047 288400 3202 243107
316 251-398 54572 6151020 5801038 57303 5447036 34790 255402 40110 171 H)3
501 398-631 27170 6101037 58110 s thAl 570700 384709 1970 461704 1197070
794 631-1000 18671 83570 g3 *TOE g1 O 753708 614 ¥0TS 1ot 7.03705) L0404
1259 1000-1585 112712 10079 1027F13  100t3 984t 8394130 15308 906130 0,607 FOGE
1995 1585-2512 8310 14818 asa 7t 1503 1SR 13ty Le4Tiie 145730 01941005
3162 2512-3981 4878 17128 w2t 13 16238 st 324719 16273 0224 33
5012 3981-6310  38%7 270754 25873 2615 27.0%3F 1737138 498 3% 215713 0.306 73502
7943 6310-10000  32%] 454190 4537107 454108 45437 3950 40197737 427 F10L 0.640 5B
12589 10000-15849 26%S 737 %1% 737Nl manll o 1377tG] - - - -
19953 15849-25119 8™} 4520323 452 4523 45213 - - - -
31623 25119-39811 21 26588 2657 26157 22617 - - - -
50119 39811-63096 573 113 %3¢ 113 %38 113758 113 178 - - - -
79433 63096-100000 615 260 F16 26018 260 16 269 1) - - - -
125893 100000-158489 177 89.6 72050 89.6 7200 89.6 7200 89.6 7300 - - - -
316228 251189-398107 177 3577508 357758 3577RS 357158 - - - -
501187  398107-630957 177 71271658 712 IS 712 P 710 HES - - - -

In order to determine the integrated spectral radiance from the
data, and specifically from the contribution of individual sources, we
must sum the contribution of the flux density of sources observed
within our image, and normalize for the solid angle subtended.
Following the methods of Hardcastle et al. (2021), we use the
equation:

IU(Z Su) = f;o S,vn(S/u)dS/v

00 5
= [o 8, n(S,)S23dS’, ©)

where n(S)) is the non-Euclidean source counts described in Sec-
tion 3.1 and S the flux density of the source at a given frequency,
v. The contribution of individual extragalactic sources to the inte-
grated sky brightness temperature above a given flux density, 7}, is
calculated by

2

T,(= S)) = Gy
B

o0
/ 8 n(s',)s'rds . (6)
Sy
We note that for the rest of this paper, we omit the subscript for
frequency (v) notation in our description of source counts and
temperature for simplicity, however they are evaluated at 1.4 GHz.
We use equation (6) with the corrected source counts derived in
Section 4.1. However, whilst the area of these observations (~5 deg?)
is relatively large for such deep observations (~5 x and ~50 x larger

than used in the works of Matthews et al. 2021a; van der VIugt et al.
2021, respectively), it is still limited in observing the brightest, rarest
sources. These sources can only be observed in large numbers using
surveys that cover large fractions of the sky such as NVSS (Condon
etal. 1998), TGSS-ADR (Intemaet al. 2017), LoTSS (Shimwell et al.
2019), and RACS (McConnell et al. 2020; Hale et al. 2021). These
bright sources can have a significant contribution to the background
sky temperature, and so the poor statistics in small areas can lead to
a large amount of Poisson noise. Therefore, we follow the method
of Matthews et al. (2021a), and combine the source counts from
MIGHTEE with the source counts from NVSS at high flux densities
(from table 6 of Matthews et al. 2021a). We use the source counts
from MIGHTEE below a flux density of 10 mJy. Whilst we have
data up to ~100 mly, as can be seen in Fig. 7, the source counts in
the 10-100 mJy flux density range are more variable, especially in
the XMM-LSS field. This is likely a result of two contributions: (1)
sample variance and (2) multicomponent bright AGN that have not
been combined into a single object.

4.2.2 Contribution of AGN and SFG to the sky temperature

As discussed in Section 1, one of the key benefits of the MIGHTEE
survey is the wealth of ancillary data within the fields being observed.
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Figure 8. Results for the power-law (red) and polynomial (blue) models for the COSMOS (left) and XMM-LSS field (right). The filled region shows the range
of values for the final step in the chain of those walkers not stuck in an poor fit and are given by the 5th and 95th percentiles. The dotted lines show the 16th and
84th percentiles from these fits. Also shown are the SKADS source counts from Wilman et al. (2008) (black dotted) and modified SKADS model (black dashed)
and observed source counts from Matthews et al. (2021a) (gold dots), Smol¢ic et al. (2017a) (grey pentagons) and van der Vlugt et al. (2021) (grey diamonds).
The P(D) analysis from Matthews et al. (2021a) is also included (gold shaded region). The raw source counts in each field (grey triangles) and corrected source
counts in the field (black stars, using the modified SKADS source counts model) are also shown.

This information from across the electromagnetic spectrum can
be combined using multiple diagnostics in order to distinguish
those radio sources which are AGN dominated, compared to those
dominated by star formation. This, therefore, allows for direct
measurement of the contribution of these extragalactic SFGs and
AGN to the integrated sky background temperature. The relative
contribution to the sky temperature has been inferred recently by
Matthews et al. (2021b) through linking the source counts distribution
to an evolving luminosity function from the local radio luminosity
functions. This, therefore, does not use direct measurements of the
proportion of AGN and SFGs within the population to classify into
a certain source type. For this work, though, the wealth of ancillary
data in the MIGHTEE fields provides an excellent opportunity to
directly use the AGN and SFG fractional contributions to the source
counts in order to determine their separate contribution to the sky
temperature.

The fraction of AGN and SFGs within the MIGHTEE data as
a function of flux density can be calculated from the catalogue
produced in Whittam et al. (2022). In this work, MIGHTEE sources
were classified into AGN (as well as subcategories of AGN), SFGs,
and probable SFGs (which we consider here to be SFGs); however,
there also remained a subset of sources which could not be classified
or those which could not be cross-matched, either due to a lack of
multiwavelength source or due to the radio source being confused
(see Prescott et al. in preparation). For this work, we consider three
potential options for these unmatched or unclassified sources in
order to understand how their lack of classification may affect our
measurement of the contribution of SFGs and AGN to the source
counts and background sky temperature. The first possibility is
that all these undetected/unclassified sources are dusty SFGs that
are not detected at other wavelengths due to attenuation of their
emission. The second possibility is that these sources are AGN
that are predominately at high redshift. This may be the case
for the unclassified sources, which Whittam et al. (2022) find to
predominantly be at higher redshifts. However, the most likely option
is that the unclassified/unmatched sources are a combination of SFGs
and AGN, as both have selection biases that may affect how easily
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a host galaxy could be detected or, for those with a host, how easily
these could be classified. Therefore, we also use the case where the
unclassified/unmatched sources are assumed to have the same split
in SFGs to AGN as the classified sources at the given flux density.
By considering these cases, we are able to better ascertain the spread
in classified source counts.

As discussed previously, we also note that the AGN/SFG classi-
fications are only available over the central ~0.8 deg? of COSMOS
where the PyBDSF Gaussian component catalogue has been combined
together and cross-matched to ancillary data. Therefore, the exact
AGN/SFG fraction across both fields (COSMOS and XMM-LSS)
may be different to that used here from just this smaller region.
This will be further improved with the completion of MIGHTEE
observations, and the associated source classifications, across all the
four fields (COSMOS, E-CDFS, ELAIS-S1, and XMM-LSS). In this
work, we make the assumption that the completeness of SFGs and
AGN (as a function of flux density) agree with one another, even at
the faintest flux densities. Therefore, even though we are incomplete
at the faintest flux densities, the ratio of AGN to SFGs represents
the true ratio of sources if we were complete. We test this with the
SKADS-based simulations, which have source type information so
we can compare the completeness of AGN to SFGs. From Fig. 9, it
can be seen that completeness of SFGs and AGN for the SKADS and
modified SKADS simulations agree with each other within the errors
at the brightest and faintest flux densities. There are small differences
in the measured source count completeness values of AGN and SFGs
in the range of 0.05-0.2 mlJy, however these differences are small
and are unlikely to significantly impact our results.

In this work, in order to determine the number of AGN, SFGs
(including probable SFGs), and unclassified/unmatched sources as
a function of flux density we use coarser logarithmic binning
(using 15 bins between logio(S146H,) of —5.2 to —1) than used
to investigate the source counts. We can then interpolate from this
binned distribution to determine a function and from this we then
calculate the fraction of different source types for each flux density
bin we evaluate the source counts at. This will be used to help
resample our data to allow the contribution of AGN and SFGs to the
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Figure 9. Source counts completeness of SFGs (blue), AGN (red), and for
all sources (black) in the COSMOS field for simulations using the modified
SKADS model (Section 3.3.2).

1.4 GHz source counts and the associated errors on that, as described
below. We made the assumption at bright flux densities (>1 mly
where there are no sources within the flux density bin), that the
fraction of AGN in our sample would go to 1, this is consistent with
assumed ratios in works such as Wilman et al. (2008), de Zotti et al.
(2010), and Bonaldi et al. (2019).

4.3 Uncertainties on the sky background temperature

To calculate the uncertainty on the background sky temperature
accounting for Poissonian statistics, completeness, sample variance,
and the fractional contribution of AGN/SFGs, we take the following
approach. First, we produce 1000 source count realizations by
randomly sampling a normal distribution centred on the corrected
source counts value within each flux density bin and with errors from
the combined errors described in Section 3.5. Due to the asymmetric
errors we use 50 per cent of these samples with the positive and
negative errors, respectively.

We then further attempt to model the uncertainty associated
with the split in AGN and SFGs for both the classified source
counts and sky temperature contribution. This is challenging, as
it is hard to distinguish the error in classification using multiple
diagnostics as well as the error from the AGN/SFG fractional
contributions due to the fact that ~0.8 deg?> of COSMOS was used
to calculate these contributions, not the full ~5 deg?. Therefore,
we try to understand how the SFG/AGN split may be affecting
the background sky temperature contributions by using resampling
to make 1000 more realizations of the already resampled source
counts to determine the fractional AGN and SFG contributions.
We therefore use resampling to recalculate the number of SFGs,
AGN, and unclassified sources in the coarser flux density bins that
for the AGN/SFG fractions, as discussed above. We then use these
to calculate a new fraction of SFGs and AGN within each of the
coarse flux density bins based on the fraction of resampled each
respective population compared to the sum of the resampled SFG,
AGN, and unclassified populations. Again, we then interpolate from
these distributions to evaluate the fraction of SFGs and AGN at the
flux density bins that the source counts are evaluated at. As discussed,
we assume at the brightest flux densities that the AGN fractions can
be assumed to be 1 and hence O for SFGs. This led to a total of
1 000 000 realizations each for the intrinsic source counts distribu-
tions for SFGs and AGN for each of the respective models where
we make the assumptions for the consistency of the unclassified
sources. This method to determine errors is limited, as it does not
allow for systematic classification errors in the diagnostics used in
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Whittam et al. (2022), however these are difficult to properly account
for, and we note that this may lead to an underestimation of the
uncertainties.

4.3.1 Contribution of AGN and SFGs to the source counts

We present the source counts generated using this resampling process
as a function of source type in Fig. 10 for both the COSMOS
and XMM-LSS fields. The differences in the assumptions for the
unclassified/unmatched sources affects the flux density at which
SFGs appear to become the significant population. For example,
if the unclassified sources (which includes the unmatched sources
and we now on refer to solely as unclassified) are all assumed to be
SFGs, then the SFG population becomes a significant fraction of the
source population at flux densities Sy 46y, <0.3 mly. If instead the
unclassified sources are assumed to be AGN then the source counts
for these two populations show similar behaviour below S;.4cu,
<0.05 mJy. Finally, if we assume these unclassified sources have the
same flux density ratio as to the classified sources, then the SFGs do
dominate below S} 4 gu, <0.1 mJy. We also include the source counts
of SFGs and AGN from the previous works of Smolci¢ et al. (2017b)
and Algera et al. (2020). Using these source counts models for the
different source types, we then use these to calculate the integrated
background sky temperature above a given flux density limit. From
these samples, we then quantify the integrated background sky
temperature by determining the median temperature contributions
for the two populations and report the uncertainties from the 16th
and 84th percentiles of the samples.

4.3.2 Sky temperature results

Finally, we present the integrated sky background temperature
as a function of flux density from both AGN, SFGs and un-
matched/unclassified sources in the COSMOS and XMM-LSS fields
in Fig. 11. As mentioned previously, this uses the corrections based
on the modified SKADS simulations described in Section 3.3.2. We
show the contribution to the integrated sky background temperature
from AGN and SFGs using the three assumptions of what the
unclassified sources could be. We find that the contribution to the
sky temperature from extragalactic sources to be 7, ~ 100 mK at ~
15 Wy. In Fig. 11, we compare this to the integrated background
sky temperature measured in both Vernstrom et al. (2011) and
Hardcastle et al. (2021). Vernstrom et al. (2011) used a compilation
of data from surveys at 150 MHz to 8.4 GHz (see references in table
1 of Vernstrom et al. 2011). They evaluated the sky temperature
contribution from all sources above 10 ply at 1.4 GHz and found 7},
= 110 £ 20 mK. Hardcastle et al. (2021) used data from the LOFAR
deep fields (see e.g. Tasse et al. 2021; Sabater et al. 2021) to calculate
the total sky background temperature at 144 MHz and found 7}, =
44 4+ 2 K above 100 pJy at 144 MHz.

To convert the measurements of background sky temperatures at
other frequencies to 1.4 GHz we follow the method used in Hardcastle
et al. (2021) and convert the temperatures using

v (GHz) \#
1.4 ) '

T,=T, x ( @
For our definition of spectral index convention § = 2 + «, as in
Hardcastle et al. (2021). As we assumed o = 0.7, we use g = 2.7
for this frequency conversion. We plot the value from Hardcastle
et al. (2021) also including the limiting flux density used, converted
to 1.4 GHz. However, we also present the results of Hardcastle et al.
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Figure 10. The 1.4 GHz Euclidean source counts for the COSMOS (upper) and XMM-LSS field (lower) split into SFGs (left) and AGN (right) using the modified
SKADS simulations (Section 3.3.2). The shaded colourful regions indicate the three different assumptions on the unclassified population: the unclassified sources
are SFGs (blue), AGN (red), and a mixture of AGN and SFGs dependent on the classified ratio for that flux bin (yellow). Also included are the SFG and AGN
source counts from Smolci¢ et al. (2017b) (grey hexagons for SFGs, grey pentagons for AGN) and from Algera et al. (2020) (black plus for SFGs, black crosses
for AGN). Also plotted are the respective SFG or AGN source models from SKADS (Wilman et al. 2008, 2010, cyan dashed line) and the modified SKADS
model described in 3.3.2 (cyan dotted line). For data at other frequencies, these are scaled to 1.4 GHz assuming o = 0.7.
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Figure 11. Contribution of AGN (red) and SFGs (blue) to the total (purple) integrated background sky temperature indicated by a filled region between their 16th
and 84th percentiles. This is shown for the COSMOS (left) and XMM-LSS (right) fields for the simulations using the modified SKADS model (Section 3.3.2).
The three assumptions for what makes up the unclassified sources are indicated by the black lines. Solid black lines indicate where all unclassified sources
are assumed to be SFGs, dashed black lines indicate where the unclassified sources are assumed to be SFGs and, finally, black dotted lines indicate where
unclassified sources are assumed to be a mixture of SFGs with their ratio the same as for the classified sources in the given flux density bin. Also shown is the
sky background temperature contribution from extragalactic sources from Vernstrom et al. (2011) (green diamond) and Hardcastle et al. (2021) (grey star; filled
marker assuming o = 0.7 and as an indicative example of the effect of spectral index this is also show with « = 0.8, open marker) scaled to 1.4 GHz using
equation (7). The grey dotted vertical lines indicate a ~15 pJy flux density cut.
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(2021) scaled to 1.4 GHz assuming o = 0.8 (and 8 = 2.8). Whilst a
difference in spectral index of 0.1 will not make much difference to
the conversion of the source counts at 1.4 GHz (as the frequency of
MIGHTEE is close to 1.4 GHz, see Fig. 1), it can be seen to have an
important impact on the conversion of temperatures from 144 MHz.

5 DISCUSSION

We now discuss the corrected source counts and the integrated
background sky temperature based on the MIGHTEE Early Science
data.

5.1 Source Counts

In Fig. 7, we present our corrected source counts, as well as
comparisons to previous studies. As can be seen in Fig. 7, at the
faintest flux densities the completeness corrections are able to correct
the underestimated raw source counts to values in better agreement
(compared to the raw counts) to those previously measured from
Smolcic et al. (2017b), Mauch et al. (2020), Matthews et al. (2021a),
and van der Vlugtet al. (2021). However, the corrected source counts,
using all three models, are typically higher than Matthews et al.
(2021a) in the range of ~0.1—2 mly. At flux densities ~0.05—0.2
mly, what is most striking is the contrast between the raw source
counts from the COSMOS and XMM-LSS fields to the corrected
source counts. In this regime, the raw source counts are notably
higher than those that are corrected. This suggests that whilst
on average the simulated and measured (recovered) flux densities
follow a 1-to-1 line (see Fig. 5), there are small offsets between
the measured distribution of sources by PyBDSF compared to any
input simulation. This is seen in the source counts completeness
plots of Fig. 6, where the source counts completeness can be larger
than 1, as we are combining completeness with the measurement
of the recovered sources with boosted flux density. This leads to
a downwards correction of the raw source counts especially where
these values were found to be greatly in excess of most previous
observations (although with some overlap with source counts from
the compilation by de Zotti et al. 2010) becoming in better agreement
with observations from e.g. Matthews et al. (2021a).

There are some small discrepancies, though, at faint flux densities
(< 100pJy) between the observations from Smol¢ié et al. (2017b),
the MeerKAT DEEP-2 observations (Matthews et al. 2021a), the
COSMOS-XS observations (van der Vlugt et al. 2021) and the
work presented here. At these flux densities, the source counts from
Smolcic et al. (2017b) are lower than those observed with MeerKAT
(both with DEEP2 and MIGHTEE) but also to VLA observations
at 3 GHz from van der Vlugt et al. (2021). These differences could
arise from several reasons such as field to field variation due to
sample variance and the relatively small field sizes observed in these
surveys as well as differences in the assumptions used to calculate
completeness. Furthermore, Prandoni et al. (2018), have shown that
comparisons of the same fields can lead to differences in source
counts measurements at the faintest flux densities, which is what we
find in our COSMOS field source counts compared to that of Smol¢ié
et al. (2017b). These differences could be attributed to assumptions
on the spectral index made in scaling the source counts from 3 GHz
to 1.4 GHz or could be attributed to the increased number of SFGs at
faint flux densities (~100 ply, see e.g. Wilman et al. 2008; Smolcié
et al. 2017b; Bonaldi et al. 2019). Furthermore, if these SFGs are
resolved, it is possible that due to the baseline configuration of the
VLA used for the VLA 3GHz COSMOS project which produced
images at very high resolution (0.75 arcsec resolution Smol¢ic et al.
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2017a), then extended emission may be more difficult to observe with
the VLA. This may result in an underprediction of the source counts
even in regions where completeness is high unless these extended
sources are included in simulations (see the Appendix). In their work,
Smolci¢ et al. (2017a) did include resolution bias, but this could
be underestimated for the most nearby and extended sources. In
their work, van der Vlugt et al. (2021) explain differences between
their counts and that of Smolci¢ et al. (2017a), as a combination
of resolution bias and field-to-field variation, as they show the
Smolcic et al. (2017a) observations over the same area, which are in
better agreement. In this work, we probe a larger area than the 350
arcmin?® of van der Vlugt et al. (2021), and for both fields, our work
shows larger source counts than that of Smol¢i¢ et al. (2017b). This
therefore suggests that spectral index assumptions (converting from
3 GHz to 1.4 GHz) and resolution bias may also play an important
role.

Atbright flux densities, S1 4gu, = 1 mJy, the results from COSMOS
and XMM-LSS source counts are in roughly good agreement with
e.g. the counts from NVSS in Matthews et al. (2021a) and from
the source counts compilation of de Zotti et al. (2010), although
there is a lot of scatter. For example, at ~10—50 mlJy, the source
counts appear to be lower in the XMM-LSS field compared to
previous measurements. This likely arises from the need to combine
together multiple components of bright extended AGN manually,
as in Prescott et al. (in preparation), that have not been combined
together by PyBDSF. At faint flux densities (~0.02-0.05 mly), the
corrected source counts from the XMM-LSS and COSMOS fields
are in good agreement with one another as well as being in good
agreement (0.05 mlJy) with previous deep measurements from
Mauch et al. (2020), Matthews et al. (2021a) and van der Vlugt
et al. (2021). Our source counts should only be trusted above ~15
ply, however we note that the source counts in our faintest flux
density bin are in good agreement with Matthews et al. (2021a) and
van der Vlugt et al. (2021).

Comparing the different SKADS models, we find that they provide
corrected source counts that are in good agreement. When comparing
to the two SIMBA simulations to compare the results with and
without realistic clustering invoked, we find that for the COSMOS
field the two SIMBA models are in excellent agreement both with
each other and with the corrected source counts from the SKADS
models. For the XMM-LSS field, small discrepancies can be seen
between the SIMBA source counts and those from the SKADS
simulations in the two lowest flux density bins below 30 ply.
However, the discrepancies between the SIMBA model with and
without clustering invoked within the simulations are consistent
with each other. Combining these two fields, this suggests that
the effect of clustering on completeness appears small and will
not have a significant impact on our results moving forwards. The
difference between the SKADS based models and that of SIMBA is
therefore likely a result of a combination of resolution bias, which
is not included in the SIMBA simulations, and any differences in
completeness due to the effect of injecting SIMBA sources into the
residual (as opposed to restored) image. Therefore, despite different
methodology and different assumptions in the input source models,
we can be confident that the corrected source counts measured here,
using the SKADS based corrections, represent the true underlying
source model.

Finally, we discuss our results for the source counts split by source
type (using the modified SKADS based corrections), as presented in
Fig. 10. In Fig. 10, we show the comparison of our source counts to
those of Smolci¢ et al. (2017b; AGN and Clean SFGs, as presented
in their table 2) and Algera et al. (2020; combining HLAGN and
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MLAGN), who both use observations over the COSMOS field to
determine the contribution of AGN and SFGs. As can be seen in
Fig. 10, these are considered for the three possible assumptions about
the unclassified sources, which we shall discuss now individually.
First, if all unclassified sources are AGN, the results for the source
counts for the AGN populations appear to, in general, be much
larger than found by either Smolci¢ et al. (2017b) or Algera et al.
(2020) below ~0.3 mlJy. For SFGs, the source counts model has
good agreement with that of Smolci¢ et al. (2017b), but significantly
under predicts the counts of SFGs compared to Algera et al. (2020).
Secondly, in the case where the unclassified sources are assumed to
be SFGs, there is good agreement between the AGN source counts
presented here with, in general, both the work of Smolci¢ et al.
(2017b) and Algera et al. (2020). For SFGs, there is good agreement
with the work of Algera et al. (2020) below 0.05 mlJy, but the SFG
source counts presented here are higher than Smolci¢ et al. (2017b).
Finally, if we consider the unclassified sources to have the same
fraction of AGN/SFGs as in the classified sample then, again, there
is relatively good agreement with the AGN source counts from both
works, and agrees significantly better with the results of Algera et al.
(2020) than for Smolci¢ et al. (2017b). This could reflect the fact that
the source counts in Smol¢i¢ et al. (2017b) are for ‘Clean SFGs’, and
so this may underestimate the true SFG population in Smol¢i¢ et al.
(2017b).

Our work demonstrates that the choice of classification for the
sources that do not have a robust classification can significantly
affect the contribution of AGN and SFGs to the measured source
counts. Therefore, further investigations into deep multiwavelength
fields, using many multiwavelength diagnostics, are important to
help understand the contribution of SFGs and AGN to the source
counts. This will be improved with the full MIGHTEE survey (see
Jarvis et al. 2016). However, our work does suggest that, in order
to agree with the previous work of Algera et al. (2020) that these
unclassified sources in our sample must be either SFG dominated or
a flux-weighted ratio of AGN and SFGs and cannot be dominated by
AGN, we therefore do not include the source counts from AGN and
SFGs using these assumptions in Tables 1-2.

5.2 Integrated background sky temperature

With our source counts in good agreement with each other and pre-
vious measurements, we now discuss the results from the integrated
sky background temperature contributions from AGN and SFGs.
As discussed, given the results from the SKADS simulations are in
good agreement and clustering (from the SIMBA simulations) does
not appear to have a strong effect therefore, we only use the modified
SKADS simulations (Section 3.3.2) to investigate the integrated sky
background temperature in the COSMOS to XMM-LSS fields. We
choose the modified SKADS simulation given its close agreement
between its source counts model to that of observed data. Using these,
the results from the two fields are in very good agreement with each
other and consistent within the errors, although we note that we again
use the same AGN/SFG split from the 0.8 deg? of the COSMOS field.
However, as the corrected source counts are calculated separately
for each fields, there will be differences between the temperature
contributions from the two fields.

If we consider the contribution of AGN and SFGs to the back-
ground sky temperature, it is important to note that the bright
sources (which are generally AGN) have a large influence on the
sky background temperature even though they are fewer in numbers.
As can be seen from Fig. 11, the temperature contribution of SFGs
becomes a more significant fraction of the total temperature below
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~0.2-1 mly, depending on the assumption of the split of AGN and
SFGs in the unclassified sources. This leads to a contribution to the
sky background temperature at ~15 pJy in the range of ~15-30 mK
from SFGs, as seen in Figs 11(a) and (b). However, the previous
discussion on source counts suggests that we are unlikely to be
in the regime in which the unclassified sources are dominated by
AGN. If we only consider the possibilities where the unclassified
sources are all SFGs or a mixture of SFGs and AGN with the
same fractional split as the classified data, then the contribution
of SFGs to the background sky temperature at ~15 plJy is ~15-
25 mK. Given the total integrated background temperature at the
flux density limit is ~100 mK, this suggests that at these faint flux
densities SFGs only contribute ~15-25 per cent of the integrated
background temperature, whereas they contribute ~50 per cent of the
sources.

Comparing to previous results, our total sky background temper-
ature estimate is in good agreement within the uncertainties and
when frequency differences are accounted for with both the work
of Vernstrom et al. (2011) and Hardcastle et al. (2021), assuming
a = 0.7. Indeed, both fields are in excellent agreement with the
measurement from Hardcastle et al. (2021) of 44 + 2 K at 144 MHz
at a flux density limit of Sy44mp, ~ 100 pJy. This measurement from
Hardcastle et al. (2021) is equivalent to ~97 mK at 1.4 GHz at ~20
wly. However if, instead, &« = 0.8 is considered to convert the work
of Hardcastle et al. (2021), then the temperature, 7,(= 10uJy), is
closer to 75 mK. This would suggest that a low frequency spectral
index of & = 0.8 is too steep when comparing between 1.4 GHz and
144 MHz and that « = 0.7, as assumed in this work throughout, is
a more appropriate value. Our models also extrapolate to those from
Vernstrom et al. (2011) at ~10 ply, though this is below the flux
density threshold for this work. The results from Vernstrom et al.
(2011) and Hardcastle et al. (2021) and our observations of T, ~100
mK at ~ 15uJy, however, are a factor of ~4 — 5 lower than measured
with the ARCADE 2 experiment (Fixsen et al. 2011), where the total
integrated background temperature was estimated to be ~500 mK
at 1.4 GHz. This suggests that there is no such population of faint
extragalactic sources to these sensitivities that could explain such
difference in temperature.

The relative contribution of AGN and SFGs to the background sky
temperature is something that can only be investigated with modern
radio surveys, where the faint SFG population are detected in large
numbers. Therefore, only recent studies such as Matthews et al.
(2021b) have been able to look at the fractional contribution of AGN
and SFGs to the background temperature. As discussed earlier, in
Matthews et al. (2021b) the fractional contribution of AGN and SFGs
to the sky background temperature was determined through evolving
local radio luminosity functions in order to reproduce the total source
counts when integrated over redshift. This work, on the other hand,
uses classifications of MIGHTEE sources to estimate the relative
contribution of AGN and SFGs. As discussed, SFGs contribute
approximately 15-25 per cent of the background temperature at 15
ply. This is compared to ~30 per cent for the results of Matthews
et al. (2021b), who measure a total temperature of ~90—100 mK at
10—15 ply.

This work suggests that an even fainter population of extragalactic
sources would need to exist in order to reconcile the background
temperature with that of Fixsen et al. (2011). This will be possible
to investigate with surveys such as those from the future Square
Kilometre Array Observatory. The SKAO will also have higher an-
gular resolution than MIGHTEE that will aid in avoiding confusion,
whilst retaining surface brightness sensitivity. However, as our source
counts seem to extrapolate to the models of Matthews et al. (2021a), it
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seems improbable that such a numerous faint extragalactic population
of galaxies exist but are not already detected even at sub So levels in
the deep radio data already available.

5.3 Model of background sky temperature

Finally, we provide a model of the sky background temperature
for future comparison. To do this, we fit the models described in
Section 4.2.1 using numpy polyfit to model the temperature, 7,
in K as a function of 1.4 GHz flux density, S} 4cuz, in Jy as

6
T(> Siacn) = »_ ai x logo(Stacn)- ®)
i=0

These fits are provided as supplementary material alongside this
work. These models are fit where the 16th percentile fits are >0
and temperature values are >0.01 mK. As the SFG models are fit
over a smaller flux density range, we force a4 to be O for these fits.
In the supplementary table we provide the field, source type (e.g.
AGN-AssumeUnclassAreSFG is the AGN model where unclassified
sources are considered to be SFGs), percentile being fit (e.g. median,
16th) and maximum flux density (in Jy) the fit can be used up to,
above which it oscillates around 0 mK.

6 CONCLUSIONS

The MIGHTEE survey is an exciting new radio astronomy survey
with MeerKAT, which will be essential in the study of galaxy
evolution due to its depth (rms~ 4-5ulJy beam™'), large area
(~20 deg? on completion) and wealth of ancillary data across the four
extragalactic fields it will observe. In this paper, we have investigated
the deep source counts to ~15 uly from the two Early Science
fields (~5 deg? over the COSMOS and XMM-LSS; Heywood et al.
2022). We make use of simulations using multiple underlying source
population models to account for the incompleteness within the raw
data to determine the intrinsic source counts distribution. By doing
this, we account for incompleteness due to confusion, the visible
area from RMS variations across the image as well as the detection
efficiency and flux density accuracy of the source finding algorithm.
Through these methods, we recover source counts which are in
agreement with other recent, deep surveys of Mauch et al. (2020),
Matthews et al. (2021a), van der Vlugt et al. (2021) but using a larger
area of observations. Furthermore, we consider how the assumed
source model affects the completeness, and thus the corrected source
counts. From this we have demonstrated that independent of the
input distribution of the underlying source counts, we determine
corrected source counts in good agreement with the inferred source
models.

Building upon this, we use the classification of a subset of
sources into AGN and SFGs from Whittam et al. (2022), to directly
investigate the contribution of SFGs and AGN to the background sky
temperature. We show that AGN are dominant in their contribution
to the sky temperature, with the contribution from SFGs increasing
below 1 mly, but only having ~15-25 per cent contribution to the
integrated sky background temperature above 15 uly. We find a
total contribution to the sky background temperature from sources
of ~100 mK above 15 plJy, which is approximately a factor of 4
smaller than the reported background temperature from Fixsen et al.
(2011). Therefore, despite the sensitivity of these observations, we
are unable to reconcile such a large sky background temperature in
agreement with other previous works (e.g. Vernstrom et al. 2011;
Hardcastle et al. 2021). Overall, we have shown that MIGHTEE
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will be an excellent survey for developing our understanding of the
population statistics of ~ wJy sources. Using the full 20 deg® of
MIGHTEE will allow these source counts to be better constrained at
the faintest flux densities and, when combined with multiwavelength
data over the full area, better constrain the high flux density source
counts as well as better constrain the contribution of SFGs and AGN,
and not be limited to using the AGN/SFG fraction based on 0.8 deg?,
which may be influenced by sample variance.
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APPENDIX: COMPARISON WITH VLA 3GHZ
SOURCES

As discussed in Section 5.1, one potential reason for larger source
counts at faint flux densities compared to Smol¢ic¢ et al. (2017a) could
relate to emission being resolved out by the VLA observations, re-
sulting in missing sources or a reduction in the flux density observed
from these sources. If not accounted for sufficiently, this could affect
source count measurements. Given that the MIGHTEE Early Science
data covers the COSMOS field, we made a brief investigation of this.
Specifically, we examined sources in the MIGHTEE catalogues with
peak flux densities S| 4gnz, micutee =60 ply that do not have a VLA
3 GHz COSMOS (Smol¢i¢ et al. 2017a) counterpart source within
a 5 arcsec match radius. Whilst many MIGHTEE sources have a
counterpart or are not expected to due to sensitivity limits, a small
number of sources were found that had limited or no 3 GHz emission
and had extended host source morphologies. We show 12 example
overlays of these in Fig. Al. For each source we indicate both the
MIGHTEE scaled 1.4 GHz integrated and peak flux densities, which
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Figure A1. Example overlays for 12 sources whose host galaxies appear to have extended morphologies and are visible in the MIGHTEE images (red contours
at 3, 5, and 100 and sources shown as red squares) but are not detected within the VLA 3GHz COSMOS image (blue contours at 4, 5, and 100 and sources
shown as blue diamonds). These radio contours are overlaid on Kg band images from UltraVISTA (McCracken et al. 2012) DR4. The source which being
investigated is in the centre of the image. Included in the figure are the 1.4 GHz integrated (Stn, 1.4 GHz) and peak (Speak, 1.4 GH,) flux densities from MIGHTEE,
the median 3 GHz rms (0 Median, 3 GHz) Within the cutout from Smol¢i¢ et al. (2017a) and the implied lower limit on « assuming a 5o and 150 detection using

the peak flux densities.

are in the range of ~ 100-600 py (integrated) and ~ 80 — 230 wy
beam™! (peak). We also measure the median rms within the same
VLA 3 GHz cutout and use this to determine what the measured
spectral index would be from the peak flux densities assuming that
the maximum emission of the source in the VLA 3 GHz image was
ataSo and 150 detection level. As shown in fig. 16 of Smolci¢ et al.
(2017a), completeness of their catalogue is ~50 per cent at ~50 and
rises to ~90 per cent completeness at 150.°

The examples shown are some of the most extreme cases which
have an implied limit on of @ > 1 even based on 150 limits and
peak flux densities. The spectral indices measured from integrated
flux densities or at S50 would give even steeper measurements of
«. Although sources could potentially have steep spectral indices, it
could also imply that there is missing emission due to the baselines
configurations used in the observations of Smolci¢ et al. (2017a),
which may be less sensitive to large angular scales. If extended
emission is being resolved out in the images for these and other
sources, this could lead to an underestimation in flux densities and
could affect source count measurements. If these potential effects
are under accounted for in Smol¢i¢ et al. (2017a), this may explain
why the source counts from Smolc¢i¢ et al. (2017a) appear to be
underestimated compared to other deep radio observations in this

These completeness levels at a SNR assumes the median rms of 2.3 pJy
beam™!, though this rms level varies across the field.
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work and that of Mauch et al. (2020), Matthews et al. (2021a) and
van der Vlugt et al. (2021). However, whilst Fig. Al provides some
indicative examples, as stated earlier the majority of sources have
counterparts or may not necessarily be expected to, given the relative
sensitivity limits. A full investigation of this issue is beyond the
scope of this paper, and other factors may play a role. Smol¢i¢ et al.
(2017a) calculate their completeness to be less than 100 per cent
at 150 and sources like these may already be accounted for in the
completeness corrections used in Smol¢i¢ et al. (2017a), which do
include methods to account for resolution bias. Factors such as source
finder incompleteness, source variability, flux offsets in the data and
intrinsic steep spectral indices may also play a role.
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