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Abstract: The production of lepton pairs (Drell-Yan process) at the LHC is being
measured to high precision, enabling the extraction of distributions that are triply differential
in the di-lepton mass and rapidity as well as in the scattering angle described by the
leptons. The measurements are performed for a fiducial phase space, defined by cuts on the
individual lepton momenta and rapidities. Based on the ATLAS triple-differential Drell-Yan
measurement at 8TeV, we perform a detailed investigation of the phenomenology of this
process based on state-of-the-art perturbative predictions in QCD and the electroweak
theory. Our results demonstrate the highly non-trivial interplay between measurement
variables and fiducial cuts, which leads to forbidden regions at Born level, and induces
sensitivity on extra particle emissions from higher perturbative orders. We also investigate
the sensitivity of the measurement on parton distributions and electroweak parameters.
We derive Standard-Model theory predictions which combine NNLO QCD and NLO EW
corrections and include partial N3LO QCD as well as higher-order EW corrections where
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1 Introduction

The production of lepton-antilepton pairs in hadron-hadron scattering mediated by a virtual
photon or Z boson (Drell-Yan process [1], DY) can be measured experimentally to extremely
high precision. Extensive efforts have been made to produce theoretical predictions of
similar accuracy. It has long been a benchmark process for our understanding of collider
behaviour, including overall luminosity, and it plays a crucial role in determinations of parton
distribution functions (PDFs) and Standard-Model (SM) electroweak (EW) parameters,
including the effective weak mixing angle sin2 θeff

W .
The weak mixing angle sin2 θW relates the mass and weak eigenstates of the electroweak

bosons. It provides an important probe of the spontaneous symmetry breaking induced
by the Higgs mechanism. Precise measurements of sin2 θW are invaluable, not only for
consistency tests of the SM and searches for new physics in the EW sector, but also in
reducing parametric theory uncertainties in the precise extraction of SM parameters.

In performing precision tests of the SM, we need to identify a set of independent input
quantities, which are then used to predict derived parameters. This choice is known as
the electroweak input scheme. In the commonly used Gµ scheme [2], one uses the Z and
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W boson masses, MZ and MW, and the Fermi constant GF as input parameters, with
derived quantities sin2 θW and the QED coupling constant α(MZ):

sin2 θW

∣∣∣∣
Gµ

=
(

1− M2
W

M2
Z

)
; α(MZ)

∣∣∣∣
Gµ

=
√

2
π
GFM

2
W sin2 θW . (1.1)

The above equations hold at LO in the EW theory, however at higher orders the definitions
depend on the renormalisation scheme. The Gµ scheme resums the leading universal
corrections associated with the running of the electromagnetic coupling and the universal
corrections proportional to the square of the top mass. Therefore, in this scheme all large
universal corrections related to the running of α and most of the corrections ∝ M2

t /M
2
W

are absorbed [3].
For consistency reasons, experimental determinations are generally performed within a

given renormalisation scheme and appropriate translations between schemes are performed
a posteriori where required. It is most common experimentally to perform measurements of
the effective weak mixing angle [4]:

sin2 θeff
W =

(
1− M2

W
M2

Z

)
(1 + ∆κ) , (1.2)

where at LO EW ∆κ = 0 and ∆κ 6= 0 absorbs higher-order modifications from electroweak
virtual and radiative corrections as appropriate. In this scheme, the W boson mass becomes
a derived quantity, while sin2 θeff

W ,MZ, and GF are taken as input parameters. This definition
contains a residual dependence on the process in which it is measured due to the differences
in the required EW corrections.

The current world average value from global electroweak fits is [5]:

sin2 θeff
W = 0.23150± 0.00006 , (1.3)

with the most constraining direct measurements made at the LEP and SLD experiments [6]
through precision measurements at the Z pole in e+ e− collisions. It is noted that the two
most precise determinations at lepton colliders [6], from SLD left-right polarisation data
and from the combined LEP/SLD b-quark asymmetry data, display a significant (3.2σ)
tension between each other.

It is also possible to measure sin2 θeff
W through Drell-Yan processes at hadron-hadron

colliders, as the differential cross section retains a dependence on sin2 θeff
W . Due to the

hadronic initial states, the experimental measurement is considerably more challenging than
in e+ e− collisions. With precision measurements of differential Drell-Yan distributions [7–
12], the prospects for future sin2 θeff

W determinations in hadronic collisions are promising, and
uncertainties potentially competitive to those for the current world-leading measurements
could be achieved using data from the LHC [13]. Beyond the obvious use of these hadron-
collider measurements as an overall closure test of the EW sector, there is particular interest
in the use of such measurements to resolve the current tensions in sin2 θeff

W between lepton
collider measurements.

The theoretical description of Drell-Yan differential distributions relies on perturbation
theory in the Standard Model couplings, which is available to next-to-leading order (NLO)
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in the EW theory [14–16], next-to-next-to-leading order (NNLO) in QCD [17–20], and with
mixed QCD + EW corrections [21–26]. Recently, third-order (N3LO) QCD corrections were
derived for the fully inclusive Drell-Yan coefficient functions [27–29], for single-differential
distributions [30], and for fiducial cross sections [31, 32], thus opening up the path towards
fully-differential predictions at this order.

In this paper, we will assess in detail the theoretical framework for the extraction
of sin2 θeff

W from triple-differential neutral-current Drell-Yan data taken by the ATLAS
collaboration at 8 TeV. We begin with an overview of the measurement of the effective weak
mixing angle in Drell-Yan processes in section 2. We then introduce the triple-differential
Drell-Yan measurement by ATLAS in section 3, before discussing the kinematical variables
used in the fiducial event-selection cuts and in the definition of multi-differential distributions
in section 4. The numerical setup used in this study is reviewed in section 5 and the impact
of the kinematical constraints on fixed-order QCD corrections is assessed in detail in
section 6. The effect of varying the PDF choice is discussed in section 7, before a default
set of combined higher-order QCD + EW predictions for the purpose of a sin2 θeff

W scan is
presented in section 8. We conclude our study in section 9.

2 Measurements of sin2 θeff
W in Drell-Yan processes

In order to gain maximal sensitivity to sin2 θeff
W in Drell-Yan lepton production, it is necessary

to consider the cross section differentially in the kinematical variables of the final-state
leptons. The kinematics of Drell-Yan production (inclusive on any accompanying hadronic
activity in the final state) can be described using five kinematic variables, namely the
di-lepton invariant mass mll, di-lepton rapidity yll, and transverse momentum pllT, as well
as the two decay angles of the leptons in the rest frame of the di-lepton final-state system, θ
and φ. For lepton colliders such as LEP, the directions of the incoming particles are known
explicitly, defining a natural scattering angle as the angle between the negatively-charged
lepton in the initial and final state. A direct equivalent, replacing the initial-state lepton
with an incoming quark, is not possible at hadron colliders, where the incoming partons
cannot be uniquely identified. At proton-antiproton colliders the majority of (anti-)quarks
are produced in alignment with the (anti-)proton beam due to its valence-quark content.
However no such reasoning can be applied for the symmetric initial states of proton-proton
colliders such as the LHC.

In order to define the scattering angle θ in an unambiguous manner, it is essential to
define a rest frame which facilitates the measurement. In particular, this implies working in
the rest frame of the final-state di-lepton system. This substantially reduces the sensitivity
to initial-state radiation which can give a non-zero transverse momentum to the system. To
this end it is usual to employ the Collins-Soper (CS) frame [34], as shown in figure 1. The
Collins-Soper frame is defined as the rest frame of the decay leptons using the bisector of
the incoming beam directions as the z-axis, with the positive z direction aligned with the
z-direction of the lepton pair in the lab frame. One then defines cos θ∗ as the angle between
this z-axis and the negatively charged lepton. The x-axis lies in the plane defined by the
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z
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p1 p2

k1

γγ

θ φ

Figure 1. The definition of the Collins-Soper frame and associated lepton decay angles θ and φ.
p1 and p2 are the directions of the incoming partonic momenta in the lepton rest frame, k1 is the
negative lepton momentum and k2 is the positive lepton. Taken from [33].

incoming beams, orthogonal to the z-axis, with the remaining y direction fixed through the
requirement of a right-handed Cartesian coordinate system.

In this frame, the z-direction correlates with the direction of the incoming quark due to
the momentum distribution within the proton, allowing assignment of the q and q̄ directions
on a statistical basis. As yll increases, the incoming quark direction becomes more strongly
correlated with the final-state longitudinal direction due to the dominance of valence quarks
at high Bjorken-x ∼ pTe

y

√
s
. The Collins-Soper angle cos θ∗ is defined in the hadron-hadron

centre-of-momentum frame as

cos θ∗ = pzll
|pzll|

2
(
l+ l̄− − l− l̄+

)
Q
√
Q2 +Q2

T

, (2.1)

where

l± = 1√
2

(
pEl ± pzl

)
,

l, l̄ = {e−, µ−}, {e+, µ+} ,
(2.2)

with Q = mll the invariant mass of the di-lepton system and QT = pllT the transverse
momentum of the di-lepton system (which is equal to the transverse momentum of any
recoiling hadronic system).

At Born level, the di-lepton pair is produced at pllT = 0, and the final-state kinematics
is invariant under rotations in φ. Consequently, one can write the differential Drell-Yan
cross section at leading order (LO) in the QCD and EW couplings using cos θ∗ as,

d3σ

dmlldylld cos θ∗ = πα2

3mlls

∑
q

Pq
[
fq(x1, Q

2)fq̄(x2, Q
2) + (q ↔ q̄)

]
, (2.3)
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Figure 2. Pure Z, γ∗, and Z/γ∗ interference contributions to the total Drell-Yan cross section
as a function of mll, calculated at LO in QCD. The upper panel shows the absolute values of
the three contributions and the lower panel shows the ratio of the Z/γ∗ interference term to the
pure γ∗ contribution. The black dotted vertical line at mll ∼MZ marks the change in sign of the
interference term.

where Pq can be decomposed into contributions from pure virtual photon exchange, pure
Z boson exchange and a parity-violating Z/γ∗ interference term:

Pq = Pγ∗(1 + cos2 θ∗)
+ PZ/γ∗ [vlvq(1 + cos2 θ∗) + 2alaq cos θ∗]
+ PZ[(a2

l + v2
l )(a2

q + v2
q )(1 + cos2 θ∗) + 8alaqvlvq cos θ∗] , (2.4)

where vl (vq) and al (aq) are the vector and axial-vector couplings of the lepton (quark),
respectively. Here, the vector couplings vl and vq implicitly depend on the weak mixing
angle sin2 θW , which is derived from MZ and MW in the Gµ scheme. For antiquarks, Pq̄ can
be obtained from equation (2.4) with aq̄ = −aq. The separate contributions in equation (2.4)
can themselves be written in terms of the appropriate couplings and propagators:

Pure γ∗ : Pγ∗ = e2
l e

2
q

Z/γ∗ Interference : PZ/γ∗ = eleq
2m2

ll(m2
ll −m2

Z)
sin2 θW cos2 θW [(m2

ll −m2
Z)2 + Γ2

Zm
2
Z ] (2.5)

Pure Z : PZ = m4
ll

(sin2 θW cos2 θW )2[(m2
ll −m2

Z)2 + Γ2
Zm

2
Z ] ,

where el, eq, cos2 θW , and sin2 θW are derived quantities in the Gµ scheme. The relative
contributions of each of these terms to the total cross section as a function of the di-lepton
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invariant mass is shown in figure 2. At low invariant mll, the photon term dominates, up to
the vicinity of the Breit-Wigner Z resonance where the pure Z contribution takes over. The
interference term is generally the smallest contribution, and is negative up to mll = MZ
where it changes its sign.

Beyond LO, a non-vanishing transverse momentum pllT can be induced by extra radiation,
and the DY cross section depends on all five variables. It is conventionally parametrised
as a decomposition in angular coefficients [33, 35]. The triple-differential cross section in
equation (2.3) is then obtained from the fully-differential (five-dimensional) cross section by
an integration over pllT and φ.

Considering the form of the triple-differential cross section, one can see that there are
two terms linear in cos θ∗, arising from the Z/γ∗ interference and Z contributions, which
induce an asymmetry between positive (forward) and negative (backward) values of cos θ∗.
The forward-backward asymmetry AFB is defined as

AFB = d3σ(cos θ∗ > 0)− d3σ(cos θ∗ < 0)
d3σ(cos θ∗ > 0) + d3σ(cos θ∗ < 0) . (2.6)

As this observable directly probes only the pure Z and Z/γ∗ interference terms, it provides
strong sensitivity to the axial and vector components of the Z boson coupling, and hence
sin2 θeff

W . This sensitivity is enhanced by large cancellations in systematic uncertainties
between numerator and denominator, which allows extremely precise experimental measure-
ments to be made. Despite its small contribution to the total cross section, the interference
contribution to AFB dominates except at mll = MZ due to the suppression of the pure
Z term by the vector-coupling factor vlvq. This can be seen in the shape of the asymmetry
as a function of mll, shown in figure 3, where AFB changes sign at mll ∼MZ, matching the
behaviour of the Z/γ∗ interference term. It is worth noting that AFB relates directly to the
angular decomposition coefficient A4 as AFB = 3

8A4 [35].
AFB also has a strong dependence on the di-lepton rapidity due to the probabilistic

correlation with the quark direction. At central rapidities, the incoming quark and antiquark
have nearly equal momenta, substantially reducing the correlation between the z-direction
in the CS frame and the incoming quark direction, leading to a dilution of AFB. The
opposite is true at high rapidities, with the caveat that fiducial cuts on the individual
lepton rapidities can impact the asymmetry at extreme yll. This means that data taken
in forward regions can have considerable constraining power on sin2 θeff

W determinations
even with relatively large uncertainties when compared to measurements made in more
central regions.

Template/multivariate likelihood fits using AFB are perhaps the most common method
used for sin2 θeff

W extraction from experimental data at hadron-hadron colliders, and have
been performed using both Tevatron and LHC data [7, 9, 11, 12, 36–40]. The discriminating
power of AFB compared to absolute cross sections occurs due to the cancellation of the virtual
photon contributions, which dilutes the measurement through a large sin2 θeff

W independent
cross section. The most constraining region of the mll spectrum for a sin2 θeff

W determination
is normally around the Z pole, due to the large variation in AFB with mll and the low
statistical/systematic errors of experimental measurements performed in the peak region.

– 6 –



J
H
E
P
0
5
(
2
0
2
3
)
0
0
2

70 80 90 100 110 120
mll [GeV]

0.2

0.1

0.0

0.1

0.2

0.3

A F
B

NNLOJET  √s =8 TeVForward-backward asymmetry AFB at LO QCD

AFB

Figure 3. AFB as a function of the di-lepton invariant mass mll at LO in QCD. The dotted
vertical red line denotes the position of the Z peak, at which point the Z/γ∗ interference term is
identically zero.

The majority of sin2 θeff
W extractions are performed by a variation of MW about some

unphysical value in order to consistently account for the EW corrections encoded within ∆κ
in the Gµ scheme. Here, MW is typically used to perform the variation as it is the least well-
measured input parameter. The central value taken is typically around MW ∼ 79.95 GeV
when one only considers LO in QCD, with the EW corrections in ∆κ reweighting MW back
to the physical value when a parameter scan is performed.

The dominant theoretical uncertainty in most hadron-collider sin2 θeff
W extractions comes

from the uncertainties in PDF determinations [41–43]. However, as alluded to above, Drell-
Yan processes can also be used to provide strong constraints on PDFs, particularly in
the quark sector. This allows the use of PDF profiling and similar techniques [44, 45]
to systematically reduce PDF uncertainties when measuring electroweak parameters, in
particular when the cross sections differential in cos θ∗ are directly used in the fit as opposed
to the reconstructed AFB. If we consider the cross section differential in mll, yll, and cos θ∗
as introduced in equation (2.3), the PDF sensitivity is again enhanced with respect to
simply measuring dσ/d cos θ∗, as each of these observables allows us to probe different
aspects of the PDF content:

• yll has a strong sensitivity to the Bjorken-x values of the partons

• mll probes the u/d quark ratio as the relative Z and γ∗ contributions vary with mll

through the mass dependence of the Z propagator, giving a considerable variation in
relative u- and d-type contributions across the mll spectrum

• Higher-order QCD terms modify the cos θ∗ decay-angle dependence through qg-, q̄g-,
and gg-initiated channels which open up at NLO and NNLO and give the measurement
sensitivity to gluon and sea-quark PDF contributions
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Figure 4. The kinematic regions in the (x,Q2) plane associated with the central-central (yellow)
and central-forward (green) fiducial selections of the Z3D measurement. The total kinematic reach
of the ATLAS detector at

√
s = 8 TeV is shown in red.

The direct use of such differential cross-section data rather than AFB provides substantial
sensitivity to PDFs and allows a competitive determination of sin2 θeff

W to be made. Beyond
this, standalone differential cross section data provides important input data for future PDF
fits. In the following sections, we will introduce such a triple-differential measurement and
consider some of the associated theoretical challenges with the goal of producing consistent
NNLO QCD corrections for an associated sin2 θeff

W fit.

3 ATLAS triple-differential Drell-Yan measurement

The ATLAS collaboration performed a measurement of the inclusive Drell-Yan process
at
√
s = 8 TeV [46], based on 20.2 fb−1 of data taken in 2012 using combined electron

and muon decay channels.1 The results are triply differential in the di-lepton invariant
mass mll, the di-lepton rapidity yll, and the scattering angle in the Collins-Soper frame
cos θ∗. Depending on the rapidities of the individual leptons, the measurement is divided
into two regions, defined by different selection criteria; a central-central (CC) region where
both leptons are observed in the central rapidity region of the ATLAS detector, and a
central-forward (CF) region where one lepton is found in the central region whilst the
other is measured in the forward-detector region. The full fiducial cuts and binnings are
summarised in tables 1 and 2. Furthermore, the kinematic regions covered by each of

1We will henceforth refer to this measurement as Z3D in order to distinguish this from the complementary
DY angular analysis also performed by ATLAS on 8 TeV data [35].
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Central-Central Central-Forward
plT > 20 GeV plT,F > 20 GeV plT,C > 25 GeV
|yl| < 2.4 2.5 < |ylF| < 4.9 |ylC| < 2.4

46 GeV < mll < 200 GeV 66 GeV < mll < 150 GeV

Table 1. Selection criteria for the central-central and central-forward fiducial regions in the ATLAS
measurement of [46].

Observable Central-Central Central-Forward
mll [GeV] [46, 66, 80, 91, 102, 116, 150, 200] [66, 80, 91, 102, 116, 150]
|yll| [0, 0.2, 0.4, 0.6, 0.8, 1, 1.2, [1.2, 1.6, 2, 2.4, 2.8, 3.6]

1.4, 1.6, 1.8, 2, 2.2, 2.4]
cos θ∗ [−1,−0.7,−0.4, 0, 0.4, 0.7, 1] [−1,−0.7,−0.4, 0, 0.4, 0.7, 1]

Total Bin Count 504 150

Table 2. Binnings for the central-central and central-forward fiducial regions in the ATLAS
measurement of [46].

the central-central and central-forward regions can be seen in figure 4, where one sees the
distinctive “split” kinematic region associated with the central-forward selection.

The original measurement in [46] was presented alongside theoretical results generated
at NLO QCD using POWHEG-BOX-V1 [47–50] in conjunction with PYTHIA 8.1 [51] to model
parton-shower, hadronisation, and underlying-event effects as well as PHOTOS [52] to include
QED photon radiation. The distributions were then corrected using a set of NNLO QCD
+ NLO EW k-factors differential only in the invariant di-lepton mass mll generated using
FEWZ 3.1 [19], which varied from 1.035 for the lowest mll bin to 1.025 in the highest
bin. Preliminary results for a fit of sin2 θeff

W to the data by the ATLAS collaboration were
presented in [43].

The definition of the fiducial cut on individual lepton momenta contrasts with the use of
di-lepton variables in the definition of the triple-differential cross section. This interplay of
kinematical variables leads to an intricate structure of the measurement regions, potentially
implying non-trivial acceptance effects and an enhanced sensitivity to extra radiation from
higher-order corrections. QCD predictions must therefore be complemented by appropriate
EW corrections for multiple values of sin2 θeff

W in order for a scan of sin2 θeff
W to be performed,

which requires careful attention to avoid consistency issues between the two theory inputs.
Whilst differential NNLO QCD results for the Drell-Yan process have been known for

almost two decades and many codes are available for these calculations (see e.g. [18, 19,
53, 54]), accurate and exclusive results typically require substantial computing resources.
This is particularly true when producing multi-differential results, and it is for this reason
that generating accurate predictions for the 654 separate bins of the Z3D analysis remains
technically challenging. These issues are multiplied when producing results for a parameter
fit, where multiple sets of such results are required for parameter variation, uncertainty
estimation, and closure tests. As a result, one can consider the numerical demands of
producing such predictions to be more comparable to those required for VJ production
than in the more standard single- or double-differential inclusive Drell-Yan distributions.
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4 Kinematics of the Z3D measurement

Inclusive Drell-Yan production contains a rich kinematic structure, which becomes increas-
ingly apparent in multi-differential measurements. This is particularly true when considering
results differential in both cos θ∗ and yll, where indirect kinematic constraints from fiducial
cuts restrict the available phase space for the di-lepton system. As shown in detail in the
following, these constraints occur naturally as a consequence of rapidity cuts both in the
Born phase space and beyond.

4.1 Born-level kinematics

At Born level, the kinematics are particularly simple, and serve as a good illustration of
how phase-space constraints can be induced by fiducial cuts. We begin with the definition
of cos θ∗ from (2.1) and use the standard momentum parameterisation of a four-vector in
terms of rapidity and pT for each of the outgoing leptons:

pµl = (El, pxl , p
y
l , p

z
l )

= (ElT cosh(yl), plT cos θ, plT sin θ,El
T sinh(yl)) . (4.1)

From this we can construct the separate component parts of cos θ∗, noting that for massless
leptons, ElT = plT:

l±i = 1√
2
plT,i exp(±yi) ,

2l+i l−i = (plT,i)2 ,

l+1 l
−
2 − l

−
1 l

+
2 = plT,1p

l
T,2 sinh(∆yll) ,

∆yll = yl1 − yl2 ,
Q2 = E2

12 − (pz12)2 −QT
2 = m2

ll ,

Q2 +QT
2 = E2

12 − (pz12)2 ,

= 2(l+1 + l+2 )(l−1 + l−2 ) ,
= 2l+1 l−1 + 2l+2 l−2 + 2l+1 l−2 + 2l+2 l−1 ,
= (plT,1)2 + (plT,2)2 + 2plT,1plT,2 cosh(∆yll) . (4.2)

At Born level, plT,1 = plT,2 = plT and QT = 0 as there is no recoiling system and

yll = yl1 + yl2
2 .

We can thus directly reconstruct equation (2.1):

cos θ∗ = sinh(∆yll)
1 + cosh(∆yll)

= tanh
(∆yll

2

)
. (4.3)

This immediately allows one to derive constraints on cos θ∗ which are induced through
constraints on ∆yll.
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Figure 5. Bin classifications at LO for the central-central Z3D Drell-Yan fiducial region in the
(|yll|, cos θ∗) plane. Overlaid are the measurement bins, integrated over mll.

4.1.1 Central-Central (CC) region

For the case of rapidity cuts symmetric between the leptons and about the origin, as is the
case in the central-central region of the Z3D measurement, this procedure is particularly
simple. If we note that the minimal value of |∆yll| from the cuts is 0, and that equation (4.3)
is symmetric in ∆yll, we can see that constraints on cos θ∗ come from the upper bounds on
|∆yll|. For a given yll value with lepton rapidity cut |yl| < |ylmax|, the greatest value of ∆yll
permitted by the cuts is 2(ylmax − |yll|), which leads to the constraint

cos θ∗ ≤ sinh(2(ylmax − |yll|))
1 + cosh(2(ylmax − |yll|))

. (4.4)

This defines a region in (|yll|, cos θ∗)-space which is forbidden at LO in QCD.
One can then use this constraint to classify the measurement bins in (|yll|, cos θ∗)-space

into three categories, depending on whether the associated fiducial regions can be fully
accessed, partially accessed, or are completely forbidden at LO. The bin classifications for
the central-central region are shown in figure 5 where, as one would expect, the majority of
bins in the central region (yll ∼ 0) are fully allowed, while beyond |yll| = 1.4 the restrictions
take effect.

One important corollary of this is that the forbidden bins, shown in red, will be
described at best at NLO accuracy within the full NNLO calculation. These bins can only
be populated starting at O(αs) for a full fixed-order NNLO Drell-Yan calculation as is also
the case for the vector-boson transverse momentum distribution. In effect, the cuts of the
lepton rapidities have induced an indirect transverse momentum cut which becomes exposed
when one is simultaneously differential in cos θ∗ and yll.
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Midpoint Region 1 Region 2
Bound |yll|mid |yll| < |yll|mid |yll| > |yll|mid

Upper 1
2(ylF,max + ylC,min) ∆ymax

ll = 2(yll − ylC,min) ∆ymax
ll = 2(ylF,max − yll)

Lower 1
2(ylC,max + ylF,min) ∆ymin

ll = 2(ylF,min − yll) ∆ymin
ll = 2(yll − ylC,max)

Table 3. Maximum/minimum values of yll permitted in different regions of phase space for the CF
Z3D selection.

4.1.2 Central-Forward (CF) region

A similar procedure can be undertaken for the central-forward region of the Z3D mea-
surement, where one lepton is emitted in the forward region. In order to extract the LO
constraints on ∆yll in the asymmetric case, it is easiest to first divide the phase space into
regions by introducing mid-points of the lepton cuts, detailed in table 3, which are then
used for the construction of each of the upper and lower bounds. These regions correspond
to values of |yll| for which a particular lepton rapidity cut provides the limiting value of
∆yll, and hence extremal values for cos θ∗.

The associated phase space and bin classifications are shown in figure 6, where one
can see that (unlike the CC region), there is a bias in the allowed phase space towards
non-central values of | cos θ∗|. In the context of a sin θW fit this is particularly interesting, as
the cuts imply that the distribution of the cross section is biased towards larger values of yll.
The number of LO-forbidden bins is also greatly increased with respect to the CC-case. This
means that inclusive NNLO QCD predictions for Drell-Yan production are less effective in
describing the bulk of the data than for the CC region. As the forward-backward asymmetry
can be measured more precisely at large values of rapidity, since the incoming quark and
antiquark are better defined in the Collins-Soper frame, one could consider exploiting this
in order to construct an experimental binning in which a maximum number of bins are fully
accessible at LO (statistical and detector constraints notwithstanding).

4.2 Constraints beyond Born level

The above derivations of kinematical constraints at Born level rely on the vanishing of the
transverse momentum of the di-lepton pair, leading to an exact balance of the transverse
momenta of both leptons. At higher orders in perturbation theory, these constraints are
lifted since the di-lepton system acquires a non-zero transverse momentum through recoil
against some partonic radiation. In the following, we are looking to evaluate the minimum
transverse momentum required to populate the bins forbidden at LO rather than to evaluate
the bounds of this region.

From the kinematical relations of equation (4.2), one obtains the general form of cos θ∗

by considering the pT dependence of the Z boson, using Q =
√

(Q2 +Q2
T)−Q2

T:

cos θ∗ =
2plT,1plT,2 sinh(∆yll)√

(plT,1)2 + (plT,2)2 + 2plT,1plT,2 cosh(∆yll)

× 1√
(plT,1)2 + (plT,2)2 + 2plT,1plT,2 cosh(∆yll)−Q2

T

. (4.5)
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Figure 6. Bin classifications at LO for the central-forward Z3D Drell-Yan fiducial region in the
(|yll|, cos θ∗) plane. Overlaid are the measurement bins, integrated over mll.

Directly deriving constraints from equation (4.5) is considerably less trivial than in the Born
case, given the complex interplay of the different fiducial cuts, but can still be performed
for the two fiducial regions of the Z3D measurements under certain approximations.

For the central-central region, the minimum value of QT at a given point in the (|yll|,
cos θ∗) plane can be obtained simply by rearranging for Q2

T, and substituting in the minimum
lepton transverse momenta plT,min and maximum rapidity difference ∆ymax

ll permitted by
the cuts:

Q2
T ≥ 2

(
plT,min

)2(1 + cosh(∆ymax
ll )− sinh2(∆ymax

ll )
(1 + cosh

(
∆ymax

ll )
)

cos2 θ∗

)
. (4.6)

This constraint means that for a given QT value, there is a region in cos θ∗ space that
cannot be populated, determined by the accessible lepton pT and yl values given by the
cuts. These QT constraints are shown in figure 7 for the central-central Z3D region under
the additional assumption that

yll = yl1 + yl2
2 , (4.7)

which holds only when the leptons have equal transverse momentum (the general expression
of yll will be given below). We see that the constraints, whilst significant, are not strong
enough to prevent population of the forbidden bins beyond Born level for centre-of-mass
energies one typically observes at the Tevatron or the LHC.

This effective QT cut can be employed to extend the accuracy of the fixed-order
theoretical predictions for the Born-forbidden bins by using calculations of ZJ in a similar
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Figure 7. Minimum QT values required for the different regions of the (|yll|, cos θ∗) plane in the
central-central region, obtained with the simplifying assumption of equal transverse momenta of
both leptons. Overlaid are the Z3D measurement bins, integrated over mll.

manner as for the pV
T spectrum [55–57], since the requirement for a non-zero QT implicitly

enforces partonic radiation. Fully-differential results for the ZJ process are known to α3
s ,

corresponding to the NNLO QCD corrections [58, 59]. Most recently, the α3
s corrections

were also computed to differential DY production [30–32], where they correspond to N3LO
QCD. However, these N3LO calculations are not yet sufficiently efficient to yield the
multi-differential distributions as considered here. By restricting the α3

s contributions to
the forbidden bins, where the triple-virtual contribution which lies in the Born phase space
does not contribute, this represents an improvement equivalent to extending the predictions
to N3LO accuracy in these bins.

However, the assumption made in equation (4.7) is not strictly true. When we relax
the Born phase-space constraints, the leptons have different transverse momenta which
alters the relationship between the lepton rapidities yl1, yl2, and yll. Taking the definition
of rapidity:

yll = 1
2 log

plT,1
(
cosh yl1 + sinh yl1

)
+ plT,2

(
cosh yl2 + sinh yl2

)
plT,1

(
cosh yl1 − sinh yl1

)
+ plT,2

(
cosh yl2 − sinh yl2

)


= 1
2 log

 ey
l
1 + plT,2/p

l
T,1e

yl
2

e−y
l
1 + plT,2/p

l
T,1e

−yl
2


= 1

2
(
yl1 + yl2

)
+ 1

2 log
(
r ·
[

1 + r · eyl
2−y

l
1

1 + 1/r · eyl
2−y

l
1

])
, (4.8)

where we have introduced the ratio of lepton transverse momenta as

r = plT,2/p
l
T,1 . (4.9)
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Equation (4.8) is explicitly dependent on both the pT ordering of the leptons as well as the
rapidity ordering, and we observe that it reduces to the correct form in the Born limit r → 1.
The new term weakens the constraints on QT and allows ∆ymax

ll to take a larger range of
values for a given yll value by introducing a large transverse momentum imbalance between
the leptons (up to the maximum directly permitted by the lepton cuts). Evaluating the full
QT dependence for a given yll, cos θ∗ value requires an iterative numerical solution. Since

r ∈
{
∼ plT,min/

√
s

2 ,∼
√
s

2 /plT,min

}
(4.10)

(which for the central-central region in the Z3D measurement is equivalent to the approximate
range r ∈ [0.005, 200]), this would allow one to effectively produce any ∆ymax

ll given the
correct conditions. This is shown in figure 8, where we show the minimum values of
yl1 and maximum values of ∆ymax

ll as a function of r for the Born-level forbidden phase-
space point yll = 2, cos θ∗ = 0.4, setting yl2 to the maximum permitted value in order to
maximise ∆ymax

ll .
Here we see that for final states with values of r ∼ 8, one could imagine that it is

possible to generate any lepton rapidity separation and thus any value of QT. However,
hidden within r, there is a second restriction on QT, governed by the requirement for
transverse momentum conservation:

~p l
T,1 + ~p l

T,2 + ~QT = 0 . (4.11)

From here, one can see that the minimal value for QT is given when the lepton pT values
are back to back, which allows us to conclude that there is a second competing QT bound at

plT,min(r − 1) = QT,min , (4.12)

which has no effect for r = 1, but gives a minimum QT of 140 GeV for r = 8 and
plT,min = 20 GeV. Somewhat counter-intuitively, one can in effect decrease the required
QT for a given point in (|yll|, cos θ∗) space by generating a lepton pT imbalance through a
non-zero QT. The lower panel of figure 8 shows the variation of this QT,min value with r
for the selected Born-level forbidden phase-space point yll = 2, cos θ∗ = 0.4.

Given that we intend to compute fixed-order predictions for these Born-level forbidden
bins, it is instructive to determine the QT spectrum within a given bin to assess the
potential impact of large logarithms in mll/QT. If present, such logarithms could in
principle be resummed to N3LL accuracy using tools such as RADISH [60–62]. In figure 9
we show the normalised QT spectra at O(αs) for each yll bin in the 0.4 < cos θ∗ < 0.7,
46 GeV < mll < 200 GeV, 1.2 < |yll| < 2.4 region of the Z3D analysis. One clearly
observes the evolution of the pT spectrum with yll as one passes from fully allowed bins
at 1.2 < |yll| < 1.4 (green) through the mixed region 1.4 < |yll| < 2.0 (yellow) to the fully
forbidden region |yll| > 2.0 (red). For the forbidden bins we observe that no logarithmically
divergent behaviour is present at low QT, with no QT values below 5 GeV. This can be
understood as the volume of the phase space in which low QT production is permitted
decreases at a faster rate than the matrix element diverges as QT → 0.
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Figure 8. The upper panel shows the minimum values of yl
1 and maximum values of ∆ymax

ll as a
function of the lepton transverse momentum ratio r. The lower panel shows the resultant minimum
transverse momentum induced by the momentum ratio r. For this we consider the forbidden
phase-space point at yll = 2, cos θ∗ = 0.4 in the Z3D central-central fiducial region, and take
yl

2 = y2
max = 2.4 in order to maximise the rapidity difference.

Particularly when one considers cross sections integrated over QT as in the Z3D
measurement, any residual breakdown in the perturbative series will be largely suppressed.
Large logarithms in QT emerge from a kinematical mismatch between real and virtual
contributions at low QT, which is cured by the QT integration. The kinematic suppression
towards low values of QT in the Born-level forbidden bins can be understood in this context
as a direct result of the lack of QT = 0 virtual contributions. This is visible in figure 9,
where the peaks in the QT distributions for the two forbidden bins occur at 40 GeV and
160 GeV, while the kinematical limits are much lower at 5 GeV and 80 GeV respectively.
This is in stark contrast to the mixed and allowed bins, where such logarithms give a large
enhancement to the low QT cross section. These distributions are only rendered finite
when one includes the QT = 0 contribution as is the case when one integrates out QT to
form the inclusive cross section. As a consequence of this kinematic suppression, we can
conclude that fixed-order results are indeed reliable in the Born-level forbidden regions of
phase space.
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Figure 9. The normalised QT spectrum for the 0.4 < cos θ∗ < 0.7, 46 < mll < 200 region for
each rapidity bin of the Z3D central-central measurement region between yll = 1.2 and yll = 2.4.
The results are produced to O(αs), with the colours labelling as before the allowed (green), mixed
(orange) and forbidden (red) bins. The kink observed at 1/σ · dσ/dQT = 10−4 is a consequence of
the linearisation of the axes between QT ± 10−4 to allow the negative contribution at QT = 0 to
be shown.

At this point, we can consider the contributions as being intrinsically ZJ in nature
due to the implicit QT requirement. As a consequence, it becomes possible in these bins
to extend the results to O(α3

s ) through the use of a ZJ calculation, which gives exactly
the contributions that would be found in a full calculation of the inclusive Drell-Yan cross
section to N3LO. This will have the impact of enhancing the accuracy of these predictions
in the high-yll region, where the asymmetry AFB is largest. The same cannot be said for the
partially forbidden, partially allowed ‘mixed’ bins, where one will encounter the divergence
at the boundary between the two regions and where logarithmically divergent QT = 0
contributions are present. In these bins, one is restricted to O(α2

s ), which is NNLO for the
inclusive Drell-Yan cross section.

In principle, the above discussion would allow one to adjust the experimental bin
edges in order to maximise the precision of the available theory in future experimental
measurements. Were one to construct bins with edges that align with the kinematic
boundary, one could consider using the inclusive NNLO Z calculation in the allowed region,
and solely using the NNLO ZJ calculation (potentially with resummation) in the forbidden
region, as it would amount to a systematic removal of the mixed bins.

Since the current discussion is related only to kinematics, similar observations can
be made for higher-order EW corrections to the DY process. For the associated real
contributions, the transverse momentum required can be created through photon emission,
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such that there are two contributions in the forbidden regions; one of QCD-type at O(αs)
and one of EW-type at O(α), where due to the relative size of the coupling constants, the
QCD contribution will dominate.

A similar reasoning can be repeated for the CF case to generate the QT dependence of
the phase-space constraints. For the region of phase space above cos θ∗ ∼ 0.9, limited by the
maximum ∆yll permitted by the cuts, one can proceed simply by rearranging equation (4.5),
this time retaining the full plT dependence. Substituting the ∆ymax

ll values from table 3 for
the appropriate |yll| region, alongside minimum plT values permitted by the cuts, this gives
the minimum QT dependence of the upward Born-level forbidden region as

Q2
T ≥ (pl,min

T,C )2 + (pl,min
T,F )2 + 2pl,min

T,C pl,min
T,F cosh(∆ymax

ll )

−
(
2pl,min

T,C pl,min
T,F sinh(∆ymax

ll )
)2

cos2 θ∗
(
(pl,min

T,C )2 + (pl,min
T,F )2 + 2pl,min

T,C pl,min
T,F cosh(∆ymax

ll )
) . (4.13)

We can now consider the new case in which the bound is given by ∆ymin
ll , in the lower

region of the central-forward (yll,cos θ∗) plane. Taking the transverse components from
equation (4.1), one can write

Q2
T = (plT,F)2 + (plT,C)2 + 2plT,FplT,C cos(∆θFC) , (4.14)

where the angular separation of the two leptons is ∆θFC = |θF − θC|. Using this in
conjunction with equation (4.13), one can then identify

cos(∆θFC)min ≥ cosh(∆ymax
ll ) (4.15)

−
2pl,min

T,C pl,min
T,F sinh2(∆ymax

ll )
cos2 θ∗

(
(pl,min

T,C )2 + (pl,min
T,F )2 + 2pl,min

T,C pl,min
T,F cosh(∆ymax

ll )
) ,

such that when Q2
T is minimised, so is cos(∆θFC). However, for the constraints derived from

minimal values ∆ymin
ll , there is not an equivalent meaningful lower bound on cos(∆θFC),

as it first saturates at cos(∆θFC) = −1. It is this saturation that complicates the picture
when considering the minimum values of QT in the region below ∆ymin

ll , corresponding to
cos θ∗ . 0.9, as one cannot rely on cos(∆θFC) being minimised to some value by ∆yll.

In order to minimise QT for a given (yll,cos θ∗) point in this region, one must find
values of plT,F and plT,C that are consistent with cos(∆θFC) = −1. This is straightforward
if one enforces that ∆θFC = π, cos(∆θFC) = −1 in order to minimise QT, such that (for
arbitrary lepton ordering)

plT,1 = QT + plT,2 = QT + plT , (4.16)

which ensures that one lepton is parallel to ~QT in the ~pT plane. One can then substitute
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Figure 10. Minimum QT values required for the different regions of the (|yll|, cos θ∗) plane in the
central-forward region. Overlaid are the Z3D measurement bins, integrated over mll.

this directly into equation (4.5) and solve for QT to find:

Q2
T ≥

2plT
2(1 + cosh(∆ymin

ll ))2(cos2 θ∗ − tanh(∆ymin
ll )2)

cos4 θ∗

×
[cos2 θ∗ cosh(∆ymin

ll )
1 + cosh(∆ymin

ll ) − tanh(∆ymin
ll )2

+
(cos2 θ∗ − tanh(∆ymin

ll )2

(1 + cosh(∆ymin
ll )) (cos2 θ∗(cosh(∆ymin

ll )− 1)

− (1 + cosh(∆ymin
ll )) tanh(∆ymin

ll )2)
) 1

2
]
. (4.17)

It is straightforward to see that this is minimised for the smallest value of plT accessible to
both plT,C and plT,F permitted by the cuts

plT = plT,min = max(pl,min
T,C , pl,min

T,F ) , (4.18)

which for the Z3D measurement gives plT,min = 25 GeV. With this in place, the minimum
values of QT required across the (yll, cos θ∗) plane can be calculated, which is shown in
figure 10 in the yll = (yl1 + yl2)/2 approximation.

One interesting effect in the CF region is the existence of an ultra-forbidden region
due to the constraints induced by ∆ymin

ll , which is excluded to all orders in perturbation
theory. This is present as cos θ∗ → 0, and is defined by the region where Qmin

T >
√
s

2 , such
that there can never be enough energy present in the event to overcome the minimum QT
and allow an event to occur.

5 Numerical setup

In this section, we describe the numerical setup used in this study.
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NNLO and partial N3LO QCD predictions are calculated using existing implementations
of the Z and ZJ processes in NNLOJET. We employ the Gµ EW scheme (GF,MZ,MW)
including running-width effects, with the following on-shell input parameters:

MZ = 91.1876 GeV , MW = 79.939 GeV ,

ΓZ = 2.4952 GeV , ΓW = 2.085 GeV , (5.1)
GF = 1.663787× 10−5 GeV−2 ,

where the unphysical value of MW corresponds to that required to set sin2 θW = sin2 θeff
W in

the Gµ scheme at LO EW. From this, the following values of sin2 θW and α are derived:

sin2 θW = 0.23148638 , α(MZ) = 0.0077601936 . (5.2)

For central predictions, we use the NNPDF3.1 parton distributions [63] with αS(MZ) =
0.118 and estimate theory uncertainties by a seven-point variation of renormalisation and
factorisation scales within a factor 2 around a central value of µ2 = m2

ll.
Fixed-order electroweak corrections are computed using a modified version of the

Z_ew-BMNNPV code [16] in POWHEG-BOX-V2 [47–50]. The computation is performed at
NLO EW, including the leading higher-order (HO) corrections to ∆ρ and ∆α described
in [15]. For POWHEG-BOX-V2 we use the same settings as for NNLOJET, however using a
derived Gµ EW scheme proposed in [64], where the input parameters are (GF,MZ, sin2 θeff

W )
with sin2 θeff

W as in equation (5.2):

sin2 θeff
W = 0.2318638 . (5.3)

In this scheme sin2 θeff
W has the same definition used at LEP and SLD and reabsorbs part

of the higher-order corrections to AFB. We use the constant-width scheme and treat
singularities associated with the unstable nature of the W/Z vector bosons circulating in
the loops according to the factorisation scheme [15, 65]. As the data is already corrected
for the effect of QED photon radiation, we consider only genuine weak loop corrections.

6 Acceptances and k-factors

The kinematical considerations in section 4 have unravelled a highly non-trivial interplay
between the variables that define the Z3D cross section and the fiducial cuts. These fiducial
cuts lead to a rejection of events that would normally be contained in specific kinematical
bins of the Z3D measurement. On a bin-by-bin basis, this effect can be quantified through
an acceptance factor, which is the ratio of the bin-integrated cross section computed with
application of the fiducial cuts to the same bin-integrated cross section without fiducial cuts.
A high acceptance close to unity indicates that the measurement is relatively independent
of the cuts, and the bulk of the total cross section contribution is contained within the
fiducial region.

Figure 11 displays the acceptances for all bins in the CC region using NNLO QCD
predictions. To display the full triple-differential structure, we define the bin index using
the index of each observable Oidx from low to high as

Bin No. = 72 ·midx
ll + 6 · yllidx + cos θ∗idx , (6.1)
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Figure 11. Acceptances for the CC Z3D fiducial region. The bin number is as defined in
equation (6.1), such that the major mll bins are divided into 12 yll sub-bins from 0− 2.4 (left to
right) which are in turn divided into 6 cos θ∗ sub-bins from −1 to 1 (left to right). The different
cos θ∗ values are denoted by the central colour of each point.

such that the major mll bins are divided into 5 yll sub-bins from 0 to 2.4 (left to right),
which are in turn divided into 6 cos θ∗ sub-bins from −1 to 1 (left to right). We use this as
our x-axis.

One can see a sharp decline in acceptance within each invariant mass bin as one moves
into the partially allowed and then forbidden regions with increasing yll. This is expected,
as the QT restriction for a given point in (yll,cos θ∗) space is caused entirely by the lepton
rapidity cuts. The bulk of the fixed-order Drell-Yan cross section lies at low QT, meaning
that a QT cut greatly decreases the acceptance. The structure between invariant mass bins,
where the acceptance increases with mll independently of the values of cos θ∗ and yll, are
an indirect result of the fiducial lepton pT cuts. Events at lower invariant di-lepton mass
are less likely to have the lepton transverse momenta required to pass the fiducial cuts. As
a result, more of the cross section lies outside of the fiducial region, resulting in a reduced
acceptance in the low-mll phase-space regions.

In the central-forward (CF) region, bins with low acceptance are much more prevalent
than in the CC region, as can be seen in figure 12, where the bin index is computed as

Bin No. = 30 ·midx
ll + 6 · yllidx + cos θ∗idx, (6.2)

such that the major mll bins are divided into 5 yll sub-bins from 1.2 to 3.6 (left to right)
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Figure 12. Acceptances for the CF Z3D fiducial region. The bin number is as defined in equa-
tion (6.2), such that the major mll bins are divided into 5 yll sub-bins from 1.2 to 3.6 (left to
right) which are in turn divided into 6 cos θ∗ sub-bins from −1 to 1 (left to right). The different
cos θ∗ values are denoted by the central colour of each point.

which are in turn divided into 6 cos θ∗ sub-bins from −1 to 1 (left to right). As anticipated
from figure 6, there are only few bins with acceptances close to unity, all within the central
range of 0.4 < | cos θ∗| < 0.7. Especially for low | cos θ∗|, some of the bins have very low
acceptances, indicating that they are kinematically disfavoured even at higher orders.

The very substantial variation of the acceptance in the kinematical range of the Z3D
measurement reflects the large impact of the cuts on the cross section across phase space.
When using data for extractions of sin2 θeff

W it is important that fiducial cuts do not introduce
any systematic bias into the final results. Thus, it is crucial to be aware of any limitations
that low-acceptance regions of phase space might have. A possibility to mitigate the impact
of fiducial cuts in the sin2 θeff

W extraction is to impose a cut in the acceptance below which
multi-differential asymmetry AFB values are constructed. This strategy considerably reduces
the dependence of the result on the definition of the fiducial region due to the relative
independence of the cross-section ratios and angular coefficients from the cuts. This occurs
at the cost of a decreased PDF sensitivity as one loses the ability to fit directly at the
cross-section level.

To reduce this dependence on the fiducial cuts whilst still keeping the PDF sensitivity,
the procedure followed in the ATLAS Z3D analysis is to use an acceptance cut of O(95%)
whereby cross sections are fitted directly for high acceptance, while for lower acceptance
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Figure 13. NNLO/NLO k-factors for the CC and CF Z3D fiducial region. The bin number is as
defined in equation (6.1) for the CC region and equation (6.2) for the CF region. The majority of
k-factors for the forbidden region are outside the bounds of the plot.
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differential AFB asymmetries are constructed and then fitted. One can then vary the exact
value of the acceptance cut to ensure that the extracted value of sin2 θeff

W is independent of
this cut to a predefined level. From the kinematics, we can then understand the majority of
below-cut bins as lying within the forbidden and mixed regions of phase space where they
suffer kinematic suppression directly as a result of the cuts applied.

Differential asymmetries are computed as

A(mll, yll, | cos θ∗|) = σ(mll, yll, cos θ∗+)− σ(mll, yll, cos θ∗−)
σ(mll, yll, cos θ∗+) + σ(mll, yll, cos θ∗−) , (6.3)

where σ(mll, yll, cos θ∗+) and σ(mll, yll, cos θ∗−) are differential cross sections with cos θ∗ > 0
and cos θ∗ < 0 measured at the same absolute value of cos θ∗. The uncertainties on
A(mll, yll, | cos θ∗|) are estimated separately for all correlated and uncorrelated sources
following the standard error propagation procedure. The correlation information among
asymmetry and cross-section measurements is preserved. As a result of this procedure, using
the default acceptance cut of 95%, the data in the central-central region are represented as
188 cross section and 128 asymmetry measurements. All central-forward data are converted
to 56 asymmetry measurements. When presented in figures, the differential asymmetries
follow the convention defined by equations (6.1) and (6.2), with the bin number given by
the cross section with the negative cos θ∗.

The use of an acceptance cut also has a secondary effect of ensuring that the theoretical
predictions are robust and relatively insensitive to higher-order corrections. Low-acceptance
regions are strongly correlated with large k-factors in the theory predictions as the phase-
space restrictions become relaxed at higher orders. This occurs as a result of partonic
radiation which generates kinematic configurations inaccessible at lower orders and can be
seen in figure 13, which shows the NNLO/NLO QCD k-factors for both the CC and the
CF region.

The effect is particularly evident in the forbidden region, where the LO contribution
is identically zero, such that the perturbative series effectively begins at O(αs). As a
result, the NNLO/NLO (O(α2

s )/O(αs)) k-factor in these regions only captures the inclusion
of the first additional perturbative order, which typically gives O(20%) corrections for
processes in which a single vector boson is produced. In figure 13 this is the case, where the
majority of forbidden bins lie outside of the y-axis range, corresponding to corrections of a
magnitude larger than ±10%. Another problematic feature in the forbidden regions, which
will be detailed below in section 8, is that the theory uncertainty of the NNLO prediction is
considerably larger than for predictions in allowed and partially allowed bins at this order.

7 PDF variation

Before discussing complete NNLO predictions and comparing it to experimental data, we
turn to the effects of varying the PDF choice. PDFs constitute the dominant theoretical
uncertainty in the sin2 θeff

W extraction, but it is also interesting to study the constraining
power of the ATLAS data on the PDFs themselves. We show in figures 14–15 the ratios of the
central members of the MMHT14 [66] and CT14 [67] PDF sets to our benchmark NNPDF3.1 [63]
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Figure 14. Ratio of the central predictions of the MMHT14 (top panel) and CT14 (bottom panel)
PDF sets to the predictions of NNPDF3.1 data in the central-central region of the Z3D analysis.
Both plots show the predictions in all bins to NNLO. Light error bars on the theory predictions
correspond to the scale-variation uncertainty. The bin number is as defined in equation (6.1).
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Figure 15. The ratio of the central predictions of the MMHT14 (top panel) and CT14 (bottom panel)
PDF sets to the predictions of NNPDF3.1 data in the central-forward region of the Z3D analysis.
Both plots show the predictions in all bins to NNLO. Light error bars on the theory predictions
correspond to the scale-variation uncertainty. The bin number is as defined in equation (6.2).
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results in the central-central region and central-forward regions. The comparison between
different PDF sets is primarily representative of methodological differences between the
PDF fitting collaborations, incorporating effects due to fitting procedures, parametrisations,
experimental data sets, input theory, and so on. The PDF variation is largely uniform in
mll, such that the characteristic mll-dependence of the sin2 θeff

W variation can potentially be
exploited to disentangle the PDF effects in its measurement [45].

For the central members of both MMHT14 and CT14 sets we see a shape difference
across the variation in rapidity, with central rapidities showing a O(3–4%) difference with
respect to the NNPDF3.1 results, which decreases to O(1–2%) in the forward regions of
the measurement. This can be interpreted primarily as the impact of different sea and
valence quark distributions between the three sets, given the dominant incoming partonic
sub-process in Drell-Yan production is quark-antiquark annihilation. These are analysed in
more detail in [63], where the primary driver of differences between the sets occurs in the
anti-quark distributions at Q ∼MZ, and are visualised in figure 16. These effects are less
pronounced at high yll ↔ x, where the valence quark contributions dominate over the sea
quark and the central members of the PDF sets exhibit better agreement.

This comparison between PDF sets does not, however, account for uncertainties within
each PDF set, which are parametrised through O(30–100) additional Hessian eigenvector
or replica sets. In order to evaluate these using standard NNLO techniques, one must
perform a separate NNLO calculation for each set member. Whilst technically possible it is
prohibitively expensive computationally. At NLO, grid techniques are a well-established
solution for dealing with this issue, where the PDF dependence of the (differential) cross
section is stored using look-up tables which allow for a posteriori convolutions with any
PDF [68, 69].

Whilst grid technologies are being extended at NNLO for certain processes [70–72],
results are not yet widespread and largely still in development. Standard practise is
to reweight NLO results for PDF variation obtained using these look-up tables with
NNLO/NLO k-factors, a technique which is also used within the fitting of the PDFs
themselves. The closure of this method can be checked using dedicated NNLO runs, either
for specific members of a single PDF set, or for central members of different sets, where
good agreement is generally found [73]. The PDF-error uncertainties for each of the different
sets used in figures 14–15 have been evaluated in this manner, and they are large enough to
accommodate the differences between PDF sets. As a result, the results produced using the
MMHT14, CT14 and NNPDF3.1 central members are not mutually inconsistent.

8 Combined QCD + EW predictions

In this section, we present a set of fixed-order theory predictions for the Z3D measurement
and contrast it with experimental data from ATLAS [46]. Results are obtained using the
setup described in section 5 and entail O(α2

s ) (NNLO) QCD as well as O(α) (NLO) EW
and universal HO EW corrections at O(α2). In forbidden bins, NNLO QCD predictions are
supplemented with partial O(α3

s ) (pN3LO) QCD corrections in order to promote these bins
to an effective NNLO accuracy. Based on the findings of section 7, all results are produced
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Figure 16. The ratio of MMHT14 and CT14 PDF sets to the central member of the NNPDF3.1 set as
a function of Bjorken-x. From the top left panel clockwise, the panels correspond to the d valence,
u valence, u sea-quark, and d sea-quark contributions to the various PDF sets at Q2 = M2

Z. The
given uncertainties are the PDF uncertainties.

using the NNPDF3.1 PDF set. Before showing the final combined (NNLO + pN3LO)QCD +
(NLO + HO)EW predictions in section 8.3, the effect of including partial N3LO QCD and
NLO plus HO EW corrections is discussed separately in sections 8.1 and 8.2, respectively.

8.1 Partial N3LO QCD corrections

As discussed in section 4.2, large theory uncertainties are present in the forbidden region.
These can be remedied by the inclusion of known N3LO QCD corrections. We include these
corrections by exploiting the existing NNLO ZJ calculation in NNLOJET [55, 59]. The effect
of these corrections in the CC and CF region is shown in figures 17 and 18, respectively,
which display the theory predictions (with scale-variation uncertainties) with and without
pN3LO corrections to the forbidden bins. All predictions are normalised to the ATLAS
Z3D data.
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Figure 17. Ratio of NNLO QCD predictions to ATLAS data in the central-central region of the
Z3D analysis. The upper plot shows the NNLO QCD theory predictions, while the lower plot
includes pN3LO QCD contributions for forbidden bins. Light error bars indicate scale-variation
uncertainties and dark error bars correspond to statistical uncertainties, whilst the grey shaded area
shows the experimental uncertainties in the ATLAS measurement. The bin number is as defined in
equation (6.1).
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Figure 18. Ratio of NNLO QCD predictions to ATLAS data in the central-forward region of
the Z3D analysis. The upper plot shows the NNLO QCD theory predictions, while the lower plot
includes pN3LO QCD contributions for forbidden bins. Light error bars indicate scale-variation
uncertainties and dark error bars correspond to statistical uncertainties, whilst the grey shaded area
shows the experimental uncertainties in the ATLAS measurement. The bin number is as defined in
equation (6.2).
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In the CC region, the pN3LO corrections stabilise the predictions in the forbidden bins
and considerably reduce scale-variation uncertainties. Notably, scale-variation uncertainties
are much larger at low invariant masses than at the high invariant masses. This can be traced
back to a steeper gradient of the running of αs in this region and a larger factorisation-scale
dependence of the PDFs at low scales. This is particularly evident in the lowest mll bin,
where the scale uncertainties in the partially-allowed bins are O(10%), even at NNLO. The
inclusion of the pN3LO terms makes the largest impact in this phase-space region, to the
point that the scale variation uncertainty in the forbidden bins becomes smaller than in the
corresponding fully- and partially-allowed bins. From this it is reasonable to conclude that,
once available, the full triply-differential N3LO QCD Drell-Yan results will give the largest
improvement at low mll.

For the CF region, the uncertainty on the data is considerably larger than in the CC
region. We see a reasonable description of the data by the theory predictions, albeit with a
slight overshoot in the region around the Z pole. The inclusion of the pN3LO corrections
to the forbidden bins again substantially decreases the scale uncertainty in the associated
bins. Due to the extreme kinematic suppression at large mll, statistical uncertainties of
the theory prediction are considerable there. They are nevertheless sufficient for fitting
purposes, as these bins typically also encounter very large experimental uncertainties.

If we now consider the qualitative agreement of the pure QCD predictions with ATLAS
data, we see that the theory prediction undershoots the data by 2− 3% in the region of
the Z pole in the CC region. In the CF region, theory predictions are instead about 10%
larger than the ATLAS data in the two mll bins around the Z pole. This discrepancy can
be traced back to two primary causes. The first is the absence of NLO EW corrections,
which will be discussed below; the second is the luminosity uncertainty (neglected in the
figures), which is estimated to be around O(1.8%) and is correlated across all bins.

8.2 NLO and Higher-Order EW corrections

We now turn to the discussion of the importance of EW corrections for the triple-differential
DY measurement. To this end, we include NLO as well as some HO EW corrections, obtained
with POWHEG-BOX-V2 as described in section 5. We have validated the equivalence of the
POWHEG-BOX-V2 and NNLOJET results at LO and found excellent agreement. The NNLO
QCD predictions obtained with NNLOJET are amended by purely-weak virtual corrections
from POWHEG-BOX-V2 according to

dσNNLOQCD+(NLO+HO)EW = dσNNLOJET
NNLOQCD + dσPOWHEG-BOX-V2

(NLO+HO)virt
EW

, (8.1)

where the purely-weak virtual corrections, including the higher-order corrections to ∆α
and ∆ρ, are contained in the second term on the right-hand side. As we include only weak
corrections with Born-like kinematics, they can only affect allowed and partially-allowed
bins. To some degree, the effect of these corrections can therefore be understood to be
complementary to the one of pN3LO QCD corrections discussed in the previous subsection.

The ratio of the NNLOQCD + (NLO + HO)EW predictions to ATLAS data for the CC
and CF region is shown in figure 19. For the CC region, it is evident that, for allowed
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Figure 19. Ratio of NNLOQCD + (NLO + HO)EW predictions to ATLAS data in the central-
central (top panel) and central-forward (bottom panel) region of the Z3D analysis. Light error bars
correspond to scale-variation uncertainties and dark error bars correspond to statistical uncertainties.
The grey shaded region shows the experimental uncertainty of the ATLAS measurement. The bin
number is as defined in equation (6.1) for the CC region and equation (6.2) for the CF region.
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and partially-allowed bins, the inclusion of electroweak corrections substantially improves
the agreement with data in the central mll bins around the Z pole compared to the pure
NNLO QCD predictions shown in the top panel of figure 17. For most bins, the remaining
discrepancy is around 1% and covered by the experimental and theoretical uncertainties. In
the CF region, the effect is adverse, with EW corrections slightly increasing the discrepancy
between theory predictions and experimental data around the Z pole compared to the pure
NNLO QCD results shown in the top panel of figure 18. As expected, no improvement
can be seen for forbidden bins in either of the two regions, as these are populated only by
real radiation, which is omitted in our calculation of EW corrections, because the data had
already been corrected for photon-emission effects.

We wish to close by highlighting the importance of the HO EW corrections to the sta-
bilisation of the triple-differential cross sections. The inclusion of weak one-loop corrections
alone is not sufficient to improve the agreement with data in the mll bins around the Z pole.

8.3 Combined NNLO + pN3LO QCD and NLO + HO EW predictions

After discussing the effect of separately including higher-order QCD and EW corrections
in the previous two subsections, we now assemble the NNLO QCD, partial N3LO QCD,
and NLO + HO EW corrections into a set of default predictions for the cross section
differential in rapidity for each bin in cos θ∗ and mll using the setup described in section 5.
The combined (NNLO + pN3LO)QCD + (NLO + HO)EW prediction is obtained as

dσ(NNLO+pN3LO)QCD+(NLO+HO)EW
= dσNNLOJET

(NNLO+pN3LO)QCD
+ dσPOWHEG-BOX-V2

(NLO+HO)virt
EW

, (8.2)

where the second term on the right-hand side corresponds to the purely-weak virtual
corrections calculated with POWHEG-BOX-V2, including some higher-order corrections to
∆α and ∆ρ.

The ratio to data for both the CC and CF regions is shown in figure 20, where we observe
that, in the CC region, the combination of EW and QCD corrections brings the theory
closer to data than the QCD predictions of figure 17 alone. The remaining discrepancy lies
well within the remaining luminosity uncertainty which we do not show. The same is not
true for the CF region, where we see a consistent over-shooting of the data with respect to
the theory prediction. Here, the predictions become very sensitive to the high-x valence
quark distribution within the PDFs.

In figure 21, we compare the combined (NNLO+ pN3LO)QCD + (NLO+HO)EW triple-
differential cross sections for the central-central region to ATLAS data. There, solid lines
correspond to the theory predictions, about which the shaded band corresponds to the
scale uncertainty. Markers correspond to ATLAS results with associated uncertainty and
the hatched region displays the asymmetry for each of the three regions in | cos θ∗|. The
difference between the cos θ∗ > 0 and cos θ∗ < 0 contributions which corresponds to the
asymmetry AFB, highlighted by the hatched area, is indeed much smaller around the Z peak
than in the extremal mll regions. For each plot, the forbidden and mixed bins lie towards
the far right of the yll distribution, with the final four rapidity bins for 0.7 < | cos θ∗| < 1
(red) and final two rapidity bins for 0.4 < | cos θ∗| < 0.7 (blue) being forbidden and therefore
supplemented with partial N3LO corrections.
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Figure 20. Ratio of (NNLO + pN3LO)QCD + (NLO + HO)EW predictions to ATLAS data in
the central-central (top panel) and central-forward (bottom panel) region of the Z3D analysis.
Light error bars correspond to scale-variation uncertainties and dark error bars correspond to
statistical uncertainties. The grey shaded region shows the experimental uncertainty of the ATLAS
measurement. The bin number is as defined in equation (6.1) for the CC region and equation (6.2)
for the CF region.
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Figure 21. Triple-differential (NNLO+pN3LO)QCD + (NLO+HO)EW cross sections in the central-
central region of the Z3D analysis in the Gµ scheme with MW = 79.939 GeV, corresponding to
sin2 θW = 0.23150. The solid lines correspond to the theory predictions, about which the shaded
band corresponds to the scale uncertainty. The markers correspond to the ATLAS results and
associated uncertainty, and the hatched region gives the asymmetry for each of the three regions in
| cos θ∗|. Each panel shows a separate bin in the di-lepton invariant mass mll.
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Figure 22. Triple-differential (NNLO+pN3LO)QCD + (NLO+HO)EW cross sections in the central-
forward region of the Z3D analysis in the Gµ scheme with MW = 79.939 GeV, corresponding to
sin2 θW = 0.23150. The solid lines correspond to the theory predictions, about which the shaded
band corresponds to the scale uncertainty. The markers correspond to the ATLAS results and
associated uncertainty, and the hatched region gives the asymmetry for each of the three regions in
| cos θ∗|. Each panel shows a separate bin in the di-lepton invariant mass mll.
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Corresponding triple-differential cross sections for the central-forward region are shown
in figure 22, where we observe the same asymmetry pattern with mll. Here, the pN3LO-
enhanced bins are the two left-most rapidity bins for 0 < | cos θ∗| < 0.4 (green) and the
left-most rapidity bin for 0.4 < | cos θ∗| < 0.7 (blue).

9 Summary

In this study we have given a detailed overview of Standard-Model theory predictions relevant
to the extraction of the effective Weinberg angle sin2 θeff

W using 8 TeV triple-differential
Drell-Yan data from the ATLAS collaboration [46]. The intricate kinematics of this process
induce a non-trivial interplay between the di-lepton variables used in the triple-differential
measurement and the fiducial event-selection cuts applied to each lepton. This interplay
leads to (partially) forbidden kinematical regions at Born-level, and directly influences
the higher-order QCD corrections in terms of acceptances and k-factors. It allows for the
extension of the theory input to N3LO in regions of phase space which are forbidden at
Born level.

We discussed EW scheme considerations for combined QCD + EW results, and con-
fronted ATLAS data with NNLO + partial N3LO QCD predictions from NNLOJET in com-
bination with NLO+ partial higher-order EW predictions obtained with a modified version
of POWHEG-BOX-V2. These constitute the main theoretical inputs to future sin2 θeff

W fits.
We demonstrated that partial N3LO corrections are necessary to obtain precise results

in the so-called forbidden bins, which obtain no contribution from Born-level phase-space
points, while NLO, and in particular partial higher-order EW corrections, are needed for
accurate theoretical predictions around the Z pole. We have presented a prescription
for interpreting the measurement with minimal sensitivity to missing QCD higher-order
effects, through a separation of the data into regions of high fiducial acceptance, which are
included as cross sections, and regions of low-acceptance, which are included as differential
forward-backward asymmetries. We have also highlighted the discriminating power of the
triple-differential data in terms of PDFs, providing important information on valence-quark
PDFs and a substantial reduction of PDF uncertainties in sin2 θeff

W fits using data from
hadron colliders.

The results presented here form a subset of those provided to the ATLAS collaboration
for use in a fit of sin2 θeff

W to Z3D data. Further results not shown here include larger
variations of sin2 θeff

W for closure tests alongside with results for different values of αs and
central scale choices. It is anticipated that advances in NNLO grid technology [69, 71] will
also allow for a full NNLO evaluation of PDF uncertainties in the near future.
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