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Abstract: While data availability and access used to be a major challenge for information 
systems research, the growth and ease of access to large datasets and data analysis tools has 
increased interest to use such resources for publishing. Such publications, however, seem to 
offer weak theoretical contributions. While big data-driven studies increasingly gain 
popularity, they rarely introspect why a phenomenon is better explained by a theory and limit 
the analysis to data descriptive by mining and visualizing large volumes of big data. We address 
this pressing need and provide directions to move towards theory building with Big Data. We 
differentiate based on inductive and deductive approaches and provide guidelines how may 
undertake steps for theory building. In doing so, we further provide directions surrounding 
common pitfalls that should be avoided in this journey of Big-Data driven theory building. 
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1. INTRODUCTION 

The availability of Big Data for scientific research has increased in recent times, as 
digital transformation (DT) initiatives are maturing globally, assisted by the growth of 
computational capabilities (Angelopoulos et al., 2023; Grover et al., 2020; Struijk et al., 2023). 
While data availability and access used to be a major challenge for information systems (IS) 
scholars, the increasing availability in volume, velocity, and variety of data has resolved this 
considerably. Due to such growth and ease of access to large datasets, there has been a rush to 
use them for research (Kar & Dwivedi, 2020). Further access to data from social media 
platforms has increased such propensity to undertake Big Data driven research. However, more 
often than not, such studies seem to offer weak theoretical contributions to the IS field (Struijk 
et al., 2022), while the need for practical contributions is becoming increasingly apparent 
(Davison, 2022). Big Data driven studies are increasingly gaining popularity within the broader 
IS field, they rarely, however, introspect why a phenomenon could be better explained by a 
theory and limit their analysis to what is happening by merely mining and crunching large 
volumes of data. Such studies tend to collect data and showcase applications of advanced 
algorithmic solutions for the visualization of large volumes of data by demonstrating 
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computational techniques. Oftentimes, however, such studies fail to make any contribution to 
the theoretical context within which the problem is situated and, thus, would lack 
generalizability as well as causal inferences, and may end up not holding the test of time. Such 
studies do not attempt to explain why a particular phenomenon is witnessed and the data 
descriptions rarely contribute towards theory building. Such studies, therefore, tend to have a 
very lose connection with the relevant theories and information technology (IT) artefacts and 
do not attempt to elucidate causality, paying unnecessary attention to the data collection and 
analysis, while since the data is often dated, such studies lose timeliness (Grover et al., 2020). 

Our special issue aims to guide IS scholars to develop impactful research based on Big 
Data, while making strong theoretical contributions. Research directions provided in Kar and 
Dwivedi (2020) are used to guide research towards contributing in IS theory. In this editorial, 
we attempt to address the following guiding questions and provide directions for future 
research: 

1. What is Big Data driven research? 
2. How should researchers plan to build theory in Big Data driven studies? 
3. How should researchers avoid common traps in Big Data driven research? 
 
In doing so, we extend the discussions in Kar and Dwivedi (2020) and Miranda et al. (2022) 

to provide directions for Big Data driven research. In the following sections, we discuss how 
Big Data driven research has evolved, and provide guidelines for inductive as well as deductive 
Big Data driven research. We also provide examples of multiple studies that have been 
published in established journals of the field, which have followed similar guiding principles. 
This is followed by a discussion on traps to avoid in Big Data driven research. In the 
penultimate section, we discuss the articles of the special issue, and we conclude by delineating 
an agenda for future research on the topic. 

 

2. HOW BIG IS BIG DATA? 
Whilst the contemporary IS literature tends to emphasize the challenges associated with 

the growing complexities and volume of Big Data, it is important to remember that such issues 
have long been a topic of discussion in the Computer Science community for over half a 
century. In fact, one of the most important venues in the field, the VLDB (Very Large 
DataBases) conference, was established back in 1975 (Kerr, 1975), and the first proceedings 
from this conference highlight the focus on similar concerns that continue to be relevant in 
current debates surrounding Big Data, both within academia as well as the industry at large. 

The concept of ‘Big Data’ typically refers to large volumes of data that require 
expensive IT infrastructure. Some, however, argue that ‘Big’ is a relative term and what was 
once only possible with mainframe computers can now be accomplished using standard 
software on a desktop computer (Manovich, 2011). Others point out that if ‘Big Data’ simply 
meant a large quantity of data, we would call it “Lots of Data” (Williams, 2012). Some 
definitions of the concept incorporate the required capacity to process the data, such as 
McKinsey Global Institute's definition of “datasets whose size is beyond the ability of typical 
database software tools to capture, store, manage, and analyze” (Manyika et al., 2011). In 
their definition, Gartner introduced the end-user perspective and the time dimension, defining 
Big Data as data that “exceeds the reach of commonly used hardware environments and 
software tools to capture, manage, and process it within a tolerable elapsed time for its user 
population” (Merv, 2011). While Gartner is known for coming up with the dimensions of 
volume, velocity, and variety as defining for Big Data, these factors alone do not capture the 
distinct challenges they pose. 
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Concurrently, ‘Big Science’ is a well-known source of Big Data, which is characterized 
by the production of large volumes of data that require significant storage as well as 
computational resources and represents unique opportunities to investigate timely and topical 
IS elements. For instance, Venters et al. (2014) conducted research on digital coordination 
using data from an experiment at CERN that generated “an equivalent to 15 million gigabytes 
of data per year or a DVD every 5 seconds” (Venters et al., 2014, p. 933). To analyse such 
data, scientists at CERN employed 150,000 computers distributed across 600 sites in 62 
countries. In another notable example, Chen et al. (2012) refer to the Sloan Digital Sky Survey, 
which, during its ten years of operation, collected data at the rate of 200 gigabytes per night 
and created 3D maps containing over 930,000 galaxies and 120,000 quasars, covering more 
than a quarter of the night sky. Compared to ‘Big Science’, the demands and complexities of 
organizational datasets may seem modest, but there are still examples, such as organizations 
providing popular social networking services, that pose significant challenges (Angelopoulos 
et al., 2023; Georgiadou et al., 2020). While size is often considered the primary concern, the 
challenges associated with Big Data in cyber-social systems can be far more complex. Such 
challenges include the loss of original contextual information when combining datasets from 
various sources (Angelopoulos et al., 2023), the intricate nature of socially-situated systems-
in-use (Struijk et al., 2020; 2023), which includes context-dependent relevance and immediacy 
of information (Price et al., 2015), as well as the behavioural inferences drawn from the use of 
digital technologies and the ethical as well as legal dilemmas that surround the collection and 
use of sensitive data for purposes that may not have been envisioned (Angelopoulos et al., 
2021). 

While the concept of Big Data encapsulates a multidimensional and multiscale nature 
(Lazer et al., 2009), it remains a sociocultural phenomenon encompassing large datasets and 
the associated procedures for manipulating and analysing them, representing a paradigm shift 
in research, and thinking (boyd & Crawford, 2012). Such datasets can generate higher levels 
of intelligence and knowledge, leading to novel insights that were previously impossible, and 
that are perceived as objective and accurate. There is a need, thus, for accuracy of algorithmic 
solutions and computational resources for optimizing the collection, and analysis of large data 
sets, with the goal of identifying patterns that lead to economic, social, technical, and legal 
claims (Angelopoulos et al., 2023; 2021). Big Data, thus, is not solely about the mere size of 
the data, but rather, its capacity to search, aggregate, and cross-reference such data to generate 
fresh insights, ultimately for contributing to the generation and advancement of theory. 

It is important to note that this special issue focuses solely on the opportunities and 
challenges of theory building with Big Data. However, it is worth mentioning that ‘Big 
Compute’ is also a related concept to our discussion but falls outside our scope. Big Compute 
deals with the challenges that arise from using computationally intensive methods in fields 
such as genomics (e.g., Marx, 2013), weather modelling (e.g., Malakar et al., 2013), and 
healthcare (Heising & Angelopoulos, 2021, 2022). While there may be some overlap in how 
Big Data and Big Compute address certain challenges, Big Data is primarily concerned with 
the exploration of large, complex datasets across multiple levels and dimensions, whereas Big 
Compute is primarily focused on optimizing hardware as well as software performance. 

 
3. THEORY BUILDING IN INFORMATION SYSTEMS RESEARCH 

Broadly speaking, the theoretical underpinnings of IS research tend to come mainly 
from behavioural theory, management theory, organization theory, computer science theories, 
and systems theory (Barki et al., 1993). Apart from the core computer science theories, the 
other related theories enable IS scholars to explain how users interact with technology artifacts 
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within individual, organizational, social, and political contexts, and the impact of such 
interaction. Theory building, however, seems to have been disrupted by the current trends in 
big data-driven research, whereby the essence of contributing to theory is increasingly seen to 
be lacking at all levels of analysis. Concurrently, Big Data driven research may inspire 
contributions towards design science and action research, whereby innovative solutions may 
also be created which help to define ideas, capabilities, practices, and innovative products or 
services through big data analysis (Angelopoulos et al., 2021; Hevner et al., 2004). The core 
of IS research is conceptualized through  topics essential to the broader discipline, focusing on 
the sociotechnical capabilities, practices, and behaviours involved in planning, designing, 
constructing, implementing, and using Information Technology (IT) artifacts by different 
stakeholders (Benbasat & Zmud, 2003). The focus may be towards thematic areas surrounding 
IT and organizations, IS development, IT, and individuals, IT and markets, IT and groups 
(Sidorova et al., 2008). Recent reviews in analysing the nomological network of IS literature 
indicate there are well defined thematic areas like e-commerce and digital business models, 
digital products and services, online communities and social networks, business value of IT, 
digital health, IT outsourcing, IS adoption, information governance innovation, IS 
implementation, IT governance and IT project management (Tarafdar et al., 2022). Theory 
building in IS would be expected to touch upon areas defined or in related extensions in the 
future, whereby there is a strong IT artifact with which a socio-technical interaction happens 
at the level of individuals, organizations or society (Struijk et al., 2022). Whilst theory building 
endeavours using big data driven methods for IS can have both an inductive or deductive 
approach (Kar & Dwivedi, 2020; Miranda et al., 2022), without such attempts towards theory 
building, Big Data driven research would fall within the perils of describing data for answering 
tactical questions (Grover et al., 2020). In doing so, however, care should be given so that such 
studies attempt to address causal questions that are strategic and not tactical, and move beyond 
descriptions of the data through mere big data visualization (Kar & Dwivedi, 2020). 

 
3.1 INDUCTIVE THEORY BUILDING THROUGH BIG DATA METHODS 

Most of the Big Data driven studies tend to be exciting because they are inductive, and 
theorizing is based on empirical evidence uncovered in the large volume of data. It may help 
to break theoretical saturation or enable scholars to establish new dimensions of the 
phenomenon under investigation either by uncovering new factors or by establishing new 
relationships among them. While initiating such studies based on research questions, some 
elements of data selection need to be defined, with sampling strategies that are adequate for the 
generalizability of the findings, and for establishing the reliability and validity of the results. 
Furthermore, large datasets often suffer from noise and veracity challenges, which can be 
addressed by developing proper sampling strategies, whereby spam, bot activities, and 
misinformation issues can be addressed (Aswani et al., 2019). Data should be collected twice 
in the process of these studies. Collection of data in the first stage data will act as the basis for 
exploratory analysis while collection of fresh data after theorizing and model building will 
work for confirmatory analysis. 

After data is acquired in the first stage, it can be analysed using preliminary approaches 
which could involve methods like topic modelling, sentiment analysis or image recognition, 
with the objective to derive factors from the data. This is the pattern surfacing stage, whereby 
possible factors associated with the phenomenon under investigation may be uncovered. This 
stage of exploratory data analysis uncovers signals from the trace data that has been generated 
from natural activities. It would be necessary at this point to revisit the literature iteratively and 
identify theoretical building blocks, which may be useful to explain the phenomenon under 
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investigation through a more objective lens. Furthermore, it may happen that new factors 
emerge, which are not documented in the extant literature yet, which may be even more 
exciting. These factors may be derived from the core IS discipline or from related ones. This 
process would help to generate theoretical lexicons and pave the path for theory building. After 
this stage, hypotheses building, or formulation of propositions are encouraged, which could 
attempt to explain the phenomenon more objectively. It is important to note that the dependent 
variable (DV) being observed as the most critical in the phenomenon should be measured 
objectively, in a manner that is different from how the other constructs are being measured to 
avoid measurement biases. The stage of pattern surfacing can be an initial exploratory study.  

After the pattern surfacing stage, it is important to move towards the theoretical model 
validation stage. This is where hypotheses testing using statistical measures can be undertaken. 
The end objective in this stage is to move towards a causal inference about the phenomenon 
under investigation (Mithas & Krishnan, 2009). At this stage, fresh data collection could be 
initiated using the same sampling strategy. After the data is analysed using Big Data analytics, 
secondary indicators which have objective numerical measures could be derived. These could 
be possibly based on term frequency analysis if it is based on natural language processing. A 
possible direction to move towards could be to use inferential analysis-based approaches to 
move towards causality by the adoption of heterogeneous treatment and methods. The nature 
of the data derived after the Big Data analytics would guide the choice of inferential analysis 
which can be used (Mithas et al., 2022). Robustness checks and sensitivity analysis can enable 
better trust on the outcomes. Figure 1 showcases these stages through a process diagram. 
 

 
Fig. 1: Process diagram for inductive theory building extending Miranda et al. (2022) and Kar 
and Dwivedi (2020) 
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As an example of the above process, in Aswani et al. (2019), pattern surfacing 

behaviour was determined surrounding social discussions about a particular case study, namely 
SEOClerks, in the space of digital marketing services. Then after analysing social discussions, 
patterns were derived which could represent theoretical lexicons from transaction cost 
economics. These theoretical lexicons were derived through the use of natural language 
processing and network mining within social media discourses about the platform SEOClerks. 
Then through a netnography, the study attempted to contribute towards the dark side of digital 
marketing, by taking the lens of transaction cost economics. The reasons for moving towards 
a qualitative netnography research was attributed towards studying the negative less 
represented factors in social discussions in greater depth. However no inferential econometric 
model building was attempted in this study. 

For inductive theory building, Kar (2021) first identified factors from patterns surfacing 
behaviour, which impact mobile payment use satisfaction by looking at user generated content. 
Subsequently after factors were mapped to possible theoretical lexicons to build a theoretical 
model by combining adoption literature and service science literature, the model was validated 
using inferential data analysis, to establish which factors were statistically relevant. This is 
important, as Big Data driven studies may generate many factors which may have connect with 
theoretical lexicons, due to the inherent noise in the data, but not all factors may evolve to form 
a well-developed theoretical model that can be validated empirically. 

Similarly, in Kushwaha et al. (2021) theorizing happened by exploring trace data in 
social media to identify factors that impact user experiences of chatbots in the exploratory 
study, and then in the confirmatory study, the factors and their impact on user experience was 
validated using econometric models. The exploratory study helped in developing theoretical 
lexicons by identifying the theoretical lens from literature so that there can be reduced scope 
and better objectivity while looking at the factors while developing the research model. 
Subsequently the model validation stage established the factors that were actually statistically 
relevant for impacting the user experience of chatbots by using lasso and ridge regression. 

In another example, Kar and Kushwaha (2021) first captured signals through social 
media surrounding a general theme of users who were discussing about specific artificial 
intelligence products. Based on identification of theoretical lexicons by mining the text of the 
social discourses using topic modelling and subsequent network analysis among these topics, 
hypotheses were developed surrounding factors that impact user experience in these 
applications. The factors derived were differentiated based on business owners and application 
users. Subsequently multi-variate data analysis was undertaken to validate the model for 
improving stakeholder experience for artificial intelligence solutions. 

 
3.2 DEDUCTIVE THEORY BUILDING THROUGH BIG DATA METHODS 

For studies involving deductive theory building, the focus of problematization is more 
towards a gap spotting behaviour within the extant literature (Alvesson & Sandberg, 2011). 
For deductive studies, the research questions and hypotheses are first identified based on the 
gaps in the literature; we start, thus, with a strong literature review to identify gaps, with a clear 
idea of the phenomenon. For deductive theory building, the exploration starts through 
identifying a gap in the literature. While gap-spotting in social sciences is often a desired 
strategy for problematization (Tadajewski & Hewer, 2011), the objective would be slightly 
different than that of other research methodologies in management, which may involve 
qualitative or quantitative data (i.e., data collected through interviews or surveys). Typically, 
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the focus should be to establish relationships from real data on context, which may result in 
biases in primary research (i.e., social desirability biases). In Big Data driven studies, the 
difference would lie on identifying research questions from gaps, which typically can be 
addressed by big data analytics of trace data. For example, if user behaviour on digital 
platforms can have some tangible and measurable changes in the nature of activity, Big Data 
driven methods can derive factors, which can lead to explaining these changes. 
Problematization, thus, would depend on insights derivable using Big Data analytics, which 
may not be measurable objectively through other approaches. This would essentially mean that 
computationally calculated proxies would be first identified which could represent the 
theoretical lexicons. 

The relationship between such theoretical lexicons can constitute the theoretical model, 
which would enable mechanisms to abstract findings from the literature. The surfacing 
patterns, therefore, can lead to the generation of theoretical lexicons, and subsequently give 
rise to a model that can be abstracted for theory building. The model can be supported by 
hypotheses that reflect associative or causal relationships between variables. Subsequently, 
based on research questions and the research model, data sampling strategies may be 
developed. Data sampling strategies are critical at this stage to ensure two objectives: i) ensure 
the boundary conditions of the context and subsequently the generalizability of the findings, 
and ii) reduce the noise in the dataset by carefully identifying systematic methods whereby 
data collection is undertaken at a context where the phenomenon is actually well represented. 

After data collection, the role of Big Data analytics would be to analyse the unstructured 
data to bring out numerical values based on the unit of analysis (i.e., individual, or firm level). 
This may be undertaken with computational approaches like natural language processing and 
image recognition or by using qualitative research methods like content analysis. However, at 
this stage of analysis, it would be necessary to have mechanisms to deliberate on the reliability 
and validity of the measures, which are derived to represent the theoretical lexicons. 

 

 
Fig. 2: Process diagram for deductive theory building extending Miranda et al. (2022) and Kar 
and Dwivedi (2020) 
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Subsequently, model validation would be undertaken to demonstrate new relationships 
between the theoretical lexicons in the conceptual model. As with any theoretical model 
validation, it is possible that some of the hypotheses may not hold true. Similarly, at this stage, 
during model validation, it would be necessary to develop mechanisms for robustness checks 
for establishing hypotheses in the model. Similarly, if one is exploring causal relationships, 
mechanisms to check for reverse causality should be explored. Typically, Big Data driven 
research may generate strong associative relationships between theoretical lexicons which were 
otherwise not established, but causal research may need stronger controls, which can typically 
happen in field experiments. Figure 2 represents the process in a diagrammatic manner. 

In one of the early examples of deductive theory building, Oh et al. (2013) demonstrated 
theory building in the space of misinformation management. During crisis and subsequent 
discussions in social media, the study focuses on rumour and rumourmongering. First, gaps in 
literature were identified and hypotheses were developed surrounding anxiety, information 
ambiguity, personal involvement, and social ties with rumourmongering. Subsequently, data 
collection was undertaken on Twitter using three case studies, which were globally dispersed 
geographically, and coding was undertaken to demonstrate both external validity as well as 
reliability. Then logistic regression was undertaken for the DV and to validate the model, which 
contributes towards theoretical understanding of rumourmongering. 

In similar lines, Wang et al. (2019) undertook a longitudinal case study in a firm for 
measuring offenses from insider threats and contribute towards theory building in 
cybersecurity. The theoretical framework was developed first and proxies for measure were 
identified, which represented constructs like scope of accessed applications, data value of 
accessed applications, temporal realization, spatial realization, and department size. These 
constructs were used to predict unauthorized access attempts. Access log data of 51,348 records 
from 8,588 users from 56 departments was analysed, while the model was validated with a 
random coefficient model and controlled for fixed effects followed by robustness checks. 

Similarly, Grover, Kar, Dwivedi, et al. (2019) explored the phenomenon of political 
preference polarization through the context of elections and candidate discourse in social 
media. First, hypotheses were built surrounding differences in voter behaviour in social media. 
Through the study of social media discourse, reasons behind polarization of voting 
communities were explained using the model of voter’s choice behaviour (Newman & Sheth, 
1985). The study derived attributes from twitter discourse using text mining and network 
mining. These attributes were measured to connect back to theoretical lexicons for explaining 
polarization behaviour. 

As an example of the above process, Gandhi and Kar (2022) studied how Fortune 500 
firms build a social presence on social media platforms. The gap of how multi-modal data has 
rarely been explored for user engagement is first established as an initial problematization. 
Subsequently, using convoluted neural networks for image mining and natural language 
processing, the attributes are derived from firm generated content, which formed the 
independent variables (IV). Using negative binomial regression with log link function, the 
relationships between the DV, which consisted of different levels of user engagement 
parameters was established with IV like presence of text in images, text sentiment, message 
length, presence of face, orientation of face and logo in image posts. 

Similarly, Kushwaha et al. (2022) model the role of root level influencers and inherent 
influencers in changing political preferences and behaviour of social media users. While initial 
feelers about the context being explored was generated by identifying gaps in the existing 
literature, subsequently text of the users and the networks of the virtual communities was 
studies in this article. The study theorizes beyond visualization to explain how the types of 
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social media influencers may differ in their behaviour and their outcome on their followers. 
While major findings are data visualization, the inferential analysis attempts to move toward 
explaining causal incidences among the type of social media influencers and their impacts in 
the virtual communities. 

Other examples of studies which have been published in similar lines can be observed 
from Grover and Kar (2017) and (Grover, Kar, & Ilavarasan, 2019) where from the mining of 
big data social signals were converted towards explaining the phenomenon by borrowing 
theoretical tenets from the information systems discipline. 

 
4. TRAPS TO AVOID IN BIG DATA-DRIVEN THEORY BUILDING 
To date, researchers seem to venture into the space of Big Data driven studies, mostly 
encouraged by the easy access to how data may be collected and the quantum of publications. 
There are however challenges which emerge in such studies, which we would like to highlight. 
 Trap 1: Some Big Data studies fall into the trap of picking up an available dataset from 
an online data hosting platform and analyse it using computational approaches. Alternatively, 
sometimes the data may be extracted from online platforms either via application programming 
interfaces or via scraping from websites and analysed with computational approaches. After 
the analysis, the data is visualized to demonstrate interesting patterns. Such visualization may 
suffer from challenges of different interpretation to different readers and are rarely falsifiable, 
and also suffer from reliability and validity challenges in the interpretation. For example, if the 
data is a large corpus of text, analysis using text mining algorithms and subsequent data 
visualization may result in interesting graphs and visuals, but they continue to merely describe 
the data, not necessarily explaining the reasons for a phenomenon. It is important to note, 
therefore, that data and its description is not a strong theoretical contribution and might not be 
generalizable beyond a very specific context, or a very specific time period of data collection. 
However, if the analysis can be abstracted to explain something unique about the phenomenon, 
then it may constitute the basis for a theoretical contribution. 
 Trap 2: Some Big Data studies may fall into the trap of not focusing on theory building 
adequately to explain a phenomenon in a way that is grounded to the boundaries of the 
nomological network of the theory and extend it. Sometimes, even if a theoretical lens is 
adopted, there is a lack of theoretical contribution and studies merely demonstrate an 
application of the theory. Big Data driven studies need to move beyond a cursory treatment of 
theory, where it becomes just an application of a theoretical lens to actually extend the 
theoretical boundaries by examining new factors, constructs, and their relationships. The focus 
should be to move towards explaining causality, with theory being an enabler for explaining 
the phenomenon in a generalizable way that will stand the test of time. 
 Trap 3: Some Big Data studies fail to generate theoretical knowledge that would 
typically be contextualized to the design, use, and impact of the IT artefact under study, and 
demonstrate a lack of connection with the uniqueness of the IT artefact (Struijk et al., 2022). 
If one substitutes the IT artefact with another IT artefact, the findings may still remain very 
similar. This is typically a problem of cursory treatment of the uniqueness of the IT artefact. 
For example, if a study explores a mobile medicine delivery application, the mobile medicinal 
delivery application should have elements that are distinct from other mobile applications like 
a food delivery application. The phenomenon being explored should have distinctive 
capabilities that differ in both contexts, while majorly both represent a mobile application in 
their essence. 
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Trap 4: Finally, some Big Data studies focus on convenience arising from multiple 
causes. The first cause is access to a particular dataset for data analysis. Data should be 
collected based on research questions, driven by the phenomenon and research questions 
should not be generated based on access to data. The second cause is competency in 
computational methods, which guides data analysis. Since the possibilities of using various 
data analysis methods is very large, the comfort of using what is known to the team precedes 
what may be more appropriate for the analysis. The third cause arises from the use of theory 
as a tool to justify the scope of the work. The research questions should naturally have a fit 
with the theoretical building blocks, and retrospective fitting of theory based on familiarity is 
best to be avoided. 

 
5. ARTICLES IN THE SPECIAL ISSUE 

The special issue attracted 41 new submissions, across 115 authors, who were spread 
across 47 institutions across countries including New Zealand, United States, Korea, India, 
France, Poland, China, Malaysia, Australia, Brazil, Hong Kong, and Iran. Four out of these 
submissions were finally accepted in our special issue. King and Wang (2023) address the 
timely topic of misinformation diffusion and examine the spread of authentic news and 
misinformation as well as the amplification of real versus misinformation during crisis 
situations, using big data to validate such relationships. The authors have used the deductive 
approach to validate the model through hypothesis testing, showing that virality is higher for 
misinformation, novel tweets, and tweets with negative sentiment or lower lexical density. 
Subsequently, (Joung & Kim, 2023) have performed customer segmentation using a machine-
learning approach for product development based on the importance of product features from 
online product reviews. Using an inductive method, they identify and interpret the nonlinear 
relations between satisfaction with product features and overall customer satisfaction. 
Similarly, Zhang et al. (2023) examine how alternative food networks cultivate engagement on 
a social media platform. They use an inductive approach and have collected data from social 
media, and it is being validated empirically through an LDA model. Their empirical results 
demonstrate that posts centred on openness/disclosure, sharing of tasks, and knowledge sharing 
result in positive levels of social media engagement. Finally, Almaqableh et al. (2023) 
undertake an event study to investigates the link between cryptocurrency markets and drug 
trafficking activities. Their study confirms the predictions of convenience theories of crime as 
to the relative attractiveness of cryptocurrencies to criminals, and the extent to which not only 
general, but also their own future interests, sacrificed readily on the altar of accessibility. 

 
7 | CONCLUSION 

In this editorial, we extend the directions of Kar and Dwivedi (2020) and Miranda et al. 
(2022) to provide further guidance in Big Data driven research, especially for publishing in 
established information systems journals. In particular, we focus on extending the discussions 
by demarcating between inductive theory building and deductive theory building in Big Data 
driven research. We establish directions on the processes that researchers may undertake in 
different stages, so that both theory generation and theory validation may be attempted in these 
lines of enquiry. We also highlight common pitfalls of such studies and warn future researchers 
to avoid them, so that the studies contribute better towards inferential analysis in IS research. 
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