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Abstract: Background Determining how an image is visually appealing is a complicated and subjective task. This
motivates the use of a machine-learning model to evaluate image aesthetics automatically by matching the aesthetics
of the general public. Although deep learning methods have successfully learned good visual features from images,
correctly assessing the aesthetic quality of an image remains a challenge for deep learning. Methods To address
this, we propose a novel multiview convolutional neural network to assess image aesthetics assessment through
color composition and space formation (IAACS). Specifically, from different views of an image––including its key
color components and their contributions, the image space formation, and the image itself––our network extracts the
corresponding features through our proposed feature extraction module (FET) and the ImageNet weight-based
classification model. Result By fusing the extracted features, our network produces an accurate prediction score
distribution for image aesthetics. The experimental results show that we have achieved superior performance.
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1 Introduction

The automatic assessment of image aesthetics is challenging. This relates to the development of image
assessment methods that resemble the aesthetics of the public. Specifically, there are many factors for judging
the aesthetic quality of an image, such as the colors constituting the image, how well those colors go together
with each other, the content objects that constitute the image, and how they are organized in the image. The
ability to extract and reason these factors is the key to assessing the image aesthetic quality. With the
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development of deep learning technologies, researchers have introduced deep convolutional neural networks
(CNNs) to perform image aesthetic evaluation[1]. Such methods can assist people in judging image quality,
particularly those without rich image aesthetic knowledge and photography experience.
In recent years, deep CNNs have shown improvements in evaluating image quality and have become the

mainstream method for solving image aesthetic assessment problems. The RAPID model[2] can be considered
the first attempt to train CNNs using aesthetic data. They used an architecture similar to that of AlexNet, with
the last fully connected layer producing 2-dimensional probabilities for aesthetic binary classification. Later,
DMA-net[3] developed a deep multipatch aggregation network training method to allow multiple patches
generated from an image to train the model. Kong et al. proposed learning aesthetic features by unifying photo-
style attributes and content information to rate image aesthetics[4].Wang et al. proposed the brain-inspired deep
network (BDN) by modifying the ResNet. It simulates the potentially complex neural mechanism of human
perception, performing better than most standard aesthetic models with manual features and linear
classifiers[5]. Ma et al. proposed an A-Lamp CNNs architecture to simultaneously learn fine-grained layouts
and overall layouts[6]. Talebi et al. proposed using the squad EMD loss and predicted the distribution of scores
as a histogram[7]. Li et al. proposed the use of manually extracted aesthetic features and original features to
form an edge plus center network layer fusion method for aesthetic scoring[8]. Kang et al. proposed an
explainable visual aesthetics (EVA) dataset that is expected to contribute to future research on understanding
and predicting visual quality aesthetics[9]. Nascumento et al. believed that the perceived naturalness and
preference were perceptually closely related and might be driven by related mechanisms. In other words, the
more natural an image is, the more people like it[10].
Typically, performing a professional judgment of image aesthetic quality is challenging for ordinary users.

A promising direction to address this gap is to develop machine-learning models for performing such tasks.
This may support aesthetic image sorting, leading to better results in image retrieval, album organization, and
photo editing[4,7]. In addition, Ma et al. greatly improved the attractiveness of multimedia search re- sults based
on image aesthetic sorting[11]. Talebi et al. applied image aesthetic evaluation to tune a denoising filter to
achieve better image quality[7].
In the field of art, color and composition are the two fundamental factors that determine the image quality.

Lu et al. designed a conditional random field (CRF)-based color harmony model using a deep neural network
to obtain coherence properties between image patch pairs, and embedded these relations along with each
patch’s own color harmony into a CRF[12]. Obrador et al. proposed low-level image composition features that
approximated traditional photography composition guidelines and used these features to build an image
aesthetics classifier[13]. Mai et al. presented a composition-preserving deep ConvNet method that directly
learns aesthetic features from input images without any image transformations[14]. Zhao et al. proposed using
MobileNetV2 to extract edge and global features by tuning these features through a gate unit[15].
Compared to previous models, there is still a lot of room for exploring aesthetic feature extraction. Inspired

by the three basic disciplines of the Bauhaus educational model[16]––namely, plane composition, color com-
position, and three-dimensional composition, which are also the basic disciplines for many visual arts stu-
dies––we reason image aesthetics as color composition and space formation, propose extracting the color
palette as the color position features, and extract image contour maps based on edge detection to formulate
space formation features. We extracted these features using the proposed feature extraction module (FET). We
also extracted image content features from an input image using the ImageNet-based[17] classification network
model. By fusing the extracted features, we generated a ten-category score distribution to represent the image
aesthetics. The main contributions of this study are as follows.
• We are the first to use color composition, space formation, and visual features of image contents to assess

image aesthetics through deep learning.
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• We propose the extraction of color composition features based on the color palette and the contribution of
each color component. We also propose the extraction of space formation features by analyzing the contours of
the image content.
• We develop a novel multi-view learning model to extract and merge features and effectively evaluate

image aesthetics.

2 Related work

2.1 Color palette

Color is fundamental in image aesthetics. A key research question is
how colors can be extracted from an image to reflect the color com-
position effectively. One solution is to make use of a color palette,
which is an unordered list of colors, as illustrated in Figure 1. Color
palettes can be used to define the color space of a display device or to
represent the main colors used in an image. Lo et al. extracted the
dominant colors of an image as a color palette to assess the image
aesthetics[18]. Alternatively, color palettes have also been used as a
factor to assess the prices of paintings[19].
In online communities, such as https://www.colourlovers.com and

https://www.color.adobe.com, five-color palettes are widely used to
collect and rank user preferences for color combinations. They serve as valuable sources of color re-
commendations for designers and the general public. Typically, a color palette comprises a list of colors of
different types, in which each color contributes equally to the palette. In addition to reflecting the major colors
constituting an image, the color palette is a tool for assessing color harmony. Karp et al. designed 12 basic
color wheels, which are regarded as the most basic color harmony templates[20]. These color wheel harmony
template groups play a significant guiding role in color design[21]. O’Donovan et al. proposed a scoring study
using color palettes and created a data-driven LASSO regression model to evaluate the degree of harmony of
color combinations based on five-color palettes[22]. Tan et al. performed image decomposition based on the
RGBXY space to extract color palettes from images and investigate color harmony[23]. Lu et al. designed a
CRF based color harmony model[12]. Schloss et al. aimed to characterize user aesthetic responses to color pairs,
considering the colors that users prefer in combination and how the spatial organization of component colors
influences pair preference[24]. Therefore, they provide possible phenomenological and ecological explanations
for the reported results. This reflects the importance of color in image aesthetics. Compared with the color
wheel, the color palette can summarize the color combination contained in an image more intuitively. We are
the first to propose using a color palette and the contributions of its color components for assessing image
aesthetic.
Some common methods for generating color palettes include: 1) applying a clustering algorithm to classify

the corresponding color values of image pixels, 2) learning from the color palette extracted by professional
designers and extracting them manually according to rules, and 3) using ready-made palettes from the color
palette dataset website.

2.2 Space formation

Originating from the design curriculum reform of the Bauhaus College in Germany in 1919[16], color, space,
and composition are defined as three basic components that provide rational and logical reasoning of art and
design quality. Specifically, space formation is based on the three-dimensional arrangement of visual elements

Figure 1 The traditional five-color palette
typically does not consider how each color
contributes to an image.
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that constitute a visually appealing space. Sneum et al. developed a theoretical system of composition art and
laid a good foundation for the concept of space formation, stating that a pleasant space is usually realized by
specific arrangements of points, lines, and planes[25]. That is, the variations in the shapes involved and their
arrangements induce different visual feelings. Therefore, the ability to extract and quantify the space formation
characteristics of an image is important for aesthetic assessment.
Obrador et al. proposed low-level image composition features that approximated the traditional photography

composition guidelines[13]. Mai et al. applied adaptive spatial pooling to facilitate image composition feature
preservation, avoiding the input image distortion induced by fixed-size processing requirements[14]. Zhao et al.
proposed using a fully connected graph to characterize image composition. These methods are complicated in
architecture and do not achieve satisfactory results[15]. By contrast, we propose using image edge detection to
extract important structural image attributes that reflect the space formation of an entire image. The Canny
operator or its variants are the most commonly used edge detection methods[26], which design an optimal pre-
smoothing filter for edge detection and are optimized by a first-order Gaussian derivative kernel. The Sobel
edge detection algorithm[27] is simple, efficient, and widely used in practical applications, although it is less
accurate than the Canny operator.

2.3 Traditional image aesthetic assessment methods

These methods artificially design feature extractors, which require many engineering technologies and domain
expertise, and evaluate image aesthetics using machine learning methods. Tong et al. experimentally identified
a set of global low-level features, including blur, contrast, sharpness, and saliency, to model the global
aesthetic aspects of images and classify photographs taken by professional photographers and ordinary users[28].
Datta et al. combined low-level and high-level features to train support vector machine (SVM) classifiers for the
binary classification of image aesthetic quality[29]. Ke et al. proposed the use of global edge distribution, color
distribution, tone count, and contrast and brightness indicators as image features, and trained a naive Bayes
classifier based on these features[30]. Liu et al. proposed a semi-supervised deep active learning algorithm for
aesthetic evaluation that reduced the inherent label noise of pictures[31].
Image aesthetic assessment is broadly categorized into three different approaches. The first one is the two-

category prediction of image aesthetics, which produces a two-category judgment of an image through some
image aesthetics assessment algorithms, judging whether the image is visually appealing or not. The second
one is score prediction. This approach applies certain image aesthetic assessment algorithms to produce a
score to judge image aesthetic, typically ranging from 1 to 10 points. The final one is scoring distribution
prediction. Similar to the second approach, this approach still ranks the image aesthetic from 1 to 10 points, yet
producing a scoring distribution instead of a fixed value for rating an image. These three types of image
aesthetic assessment methods gradually developed and progressed in order. When there is a prediction of the
rating distribution of an image, it can easily calculate the specific rating value and the binary classification for
this image, i.e., whether it is good or bad. Similarly, given the rating value of an image, it can easily obtain the
binary classification of that image.

2.4 Deep learning methods of aesthetic image

Learning image features from a large amount of data has shown high performance in recognition, positioning,
retrieval, and tracking tasks, surpassing methods based on handcrafted features. Since Krizhevsky et al.
applied CNNs for image classification, many researchers have started to learn image representation via deep
learning methods[32]. The RAPID model proposed by Lu et al. was the first attempt to train CNNs using
aesthetic data[2]. Wang’s BDN simulated the perception network of the human brain and achieved satisfactory
results[5]. A-Lamp proposed by Ma et al. considered the granularity and global characteristics[6]. These
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methods only focused on the simple binary classification of image aesthetics. In contrast, the proposed method
can rank image aesthetics on multiple levels. An initial work was proposed in NIMA by Talebi et al.[7], which
replaced the last layer of a CNN classifier network with a fully connected layer of 10 neurons, followed by
soft-max activation to produce a distribution of image aesthetic rankings. No specific image composition
features were trained in the model. By using DenseNet-121 as the backbone, Liu et al. proposed the integration
of low- and high-level features to preserve visual details for extracting aesthetic properties properly and
applied atrous spatial pyramid pooling (ASPP) to encode multi-scale features that capture a diverse range of
image contexts[33]. Zhao et al. proposed combining both composition and aesthetic features and used a gate unit
to tune these features[15]. Li et al. proposed the use of manually extracted aesthetic features and original
features to perform an edge plus center network layer fusion method for aesthetic scoring[8]. None of these
three methods considered the two most important factors affecting image aesthetics, namely, color compo-
sition and space formation. Lyu et al. proposed a novel user-guided personalized image aesthetic assessment
framework that leveraged user interactions to retouch and rank images for aesthetic assessment using deep
reinforcement learning (DRL)[34]. It generated a personalized aesthetic distribution that was more in line with
the aesthetic preferences of different users. Chambe et al. evaluated whether certain computational models of
aesthetics were generalized and performed well over professional photographs. The models were then fine-
tuned using professional photographs[35]. Sheng et al. presented a multi-patch (MP) aggregation method for
image aesthetic assessment. It also proposed a set of objectives with three typical attention mechanisms,
namely, average, minimum, and adaptive, and evaluated their effectiveness on the aesthetic visual analysis
(AVA) benchmark[36]. Sheng et al. also revisited the problem of image aesthetic assessment from a self-
supervised feature learning perspective and designed two novel pretext tasks to identify the types and para-
meters of editing operations applied to synthetic instances[37]. The features from their pretext tasks were then
adapted for a one-layer linear classifier to evaluate performance in terms of binary aesthetic classification.

3 Our proposed IAACS model

Inspired by the design curriculum reform of the Bauhaus College[16], we propose image aesthetic evaluation as
a combined assessment of color composition, space formation, and image visual content. Considering both the
contribution of each of these features and their combined contribution to image aesthetics, we developed a
multi-view learning model to learn these features for rating image aesthetics, as shown in Figure 2.
For color composition, we apply the k-means clustering algorithm[38] to analyze the color features of an

image and obtain five key color patches, together with their contributions. For space formation, we exploit
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Figure 2 Overall architecture of our proposed IAACS model.
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edge detection to extract the contours of the image content for processing. Specifically, we applied the
holistically nested edge detection (HED) algorithm[39] to extract multi-scale and multi-level contour features
from an image for our model to train the space formation. HED performs image-to-image prediction using a
deep learning model that leverages fully convolutional neural networks and deeply supervised nets. HED
tackles two important issues in vision problems: 1) holistic image training and prediction, and 2) multi-scale
and multi-level feature learning. To train each of the color composition and space formation features, we
separately processed them using our proposed FET. Additionally, we learn the image visual features perceived
by humans through a baseline CNN classifier network as another task. Finally, the features extracted from the
above tasks were fused through two fully connected layers. We then applied softmax to obtain the score
distribution of the aesthetic image.

3.1 Color composition feature

Our method uses the AVA dataset[40], which provides aesthetic annotations of images as input to train our
model for image aesthetic scoring. Aesthetic annotations provide only a score for each image to indicate the
visual quality. Such a score not only reflects how well the image contents are perceived by users, but also
encapsulates the quality of the types of colors being used. However, this color quality may not be directly
correlated with the annotated image scores. This motivates us to learn image aesthetic scoring by considering
the color composition and the contribution of each color component in an image.
Color palettes are a popular choice for representing the main color characteristics of an image. It comprises

an unordered list of colors. By controlling the types and numbers of colors involved in a color palette, we can
characterize image coloring in a coarse-grained or fine-grained manner. Similar to Yang et al.[41], our method
constructed a five-color palette for each image. This is because most publicly available color palette dataset
websites support five-color palettes. We then chose five-color palettes to form our color composition features.
This widens the choice of compatible annotated image rating data for training our model. To construct an
image color palette, we applied the k-means algorithm[38] to cluster the color pixels of an image. For the color
space representation, we decided to use the LAB color model. While the LAB model can express some color
range that the RGB color model cannot express, it is also a better model, as it is formulated based on
physiological characteristics and is device-independent. Therefore, we converted all input images into the
LAB color space before further processing. To extract the major color composition of an image, we used the
LAB color value of each image pixel as the initial sample and randomly selected five initial cluster centers
based on them. We then repeatedly applied clustering operations by setting k=5 until the optimal result was
reached.
To strengthen the image color representation, we considered the contribution of each color component of the

palette of an image. Hence, after obtaining the optimal clustering results of the image color space, we
calculated the image area ratio contributed by each cluster center. As shown in Figure 3, we eventually
obtained a contribution-aware palette of five different color patches, with the area of each color patch being
proportional to its contribution in the corresponding image.
After obtaining the contribution-aware color palette for each input image, we extracted the image color

composition features. Owing to the excellent image processing capability of CNNs, we used a CNN to extract
color composition features. This is because the color palettes contain only simple color and area information.
For the effective extraction of these simple features, we attempted to use a network with a small number of
layers because shallow networks can learn low-level features better. Therefore, we designed a FET consisting
of five convolutional layers and one fully connected layer, as shown in Figure 4. The sizes of the convolution
kernels of the five convolutional layers are 3×3, 3×3, 5×5, 7×7, and 9×9. The number of convolution kernels
was 32, 64, 64, 128, and 256. The last layer, that is, the fully connected layer, was used to adjust the feature
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size for preparing the feature fusion operation that happened next.

3.2 Space formation feature

Space formation is another important factor that influences image aesthetics. As shown in Figure 5, edge
detection allows us to effectively obtain the space formation features of an image. In addition, edge-detection
maps reveal different levels of image composition. Therefore, we modified the HED method[39] to process
input images and obtain holistic contour maps to extract proper structural attributes for learning image space
formation.
Our aim is to obtain both the overall layout of the objects inside an image and the detailed contours of each

object. As depicted in Figure 5, we examined the outputs from different side-output layers of the HED.
Clearly, as shown in Figure 5(d–g), outputs from side-output layers 3 to 5 and the final fusion layer (side-
output-fuse) generally preserve the overall and high-level object layouts. However, they all lack object details
and can extract perceptually irrelevant layout details from a blurry background. These extracted attributes may
not accurately reflect how people perceive objects and their layouts in the image. Hence, they are not suitable

(a) (d)

(e)

(f)

(b)

(c)

Figure 3 Extracted color palettes from sample images: (a–c) are the input images, with their corresponding extracted color palettes
shown in (d–f).
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Figure 4 Feature extraction module (FET). This network architecture consists of five convolutional layers and one fully connected
layer. It can well extract the type and size information of colors in a palette, as well as the holistic contour map obtained by holistically
nested edge detection (HED)[39].
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for learning about space formation. In contrast, it can be observed that side-output layer 1 (Figure 5b) provides
very fine details of image objects while side-output layer 2 (Figure 5c) emphasizes more on the overall object
layout. As shown in Figure 5h, we fused the outputs from these two layers to generate a holistic contour map
by stacking, which can simultaneously preserve the overall object layout and avoid conveying excessive object
details, forming a suitable input for learning the space composition.
After obtaining the holistic contour map, similar to learning color composition, we applied our proposed

FET to learn space formation. Because a holistic contour map comprises only low-level contour features
without complicated textures, a very deep network is not required for learning.

3.3 Feature extraction of input image content

In addition to the color and structural features obtained by color composition and space formation, we also
learn the visual characteristics perceived by humans from an input image. Because visual features from images
are significantly more complicated than those from color composition and space formation, a deeper network
is required for feature learning. Typically, CNNs are suitable network architectures for this purpose. We
compared the performance of typical CNN architectures on ImageNet and selected the three with better
performance as our candidate basic backbone networks, namely, VGG16[42], InceptionResNetV2[43], and
NASNet[44].
VGG16[42] comprises 13 convolutional layers, 3 fully connected layers, and 5 pooling layers. Its convolution

filter size is small, that is, only 3×3, thus constructing a deep network. InceptionResNetV2[43] is based on an
inception module[45]. It borrows the idea from ResNet[46] using residual connections[46] to add shortcuts to the
model to allow training images from a much deeper network. NASNet[44] draws on the repeated stacking ideas
of current mainstream excellent network structures, such as ResNet[46] and Inception[45], building the entire
network structure by stacking convolution cells. The designed convolution cell mainly includes two types: 1)
normal cell: convolution without changing the size of the input feature map, and 2) reduction cell: convolution
that reduces the length and width of the input feature map to half of the original and reduces the size by
increasing the size of the stride. The initial network weights used in our study were obtained by training the
ImageNet dataset[17]. We discarded the remaining network layers in the baseline network and added a fully
connected layer to prepare for the feature fusion. We used these network structures to extract the features from
the input images.

Figure 5 Example outputs from each network layer of HED and the holistic contour map generated in our method. (a) Example
input image, (b)–(g) outputs from side-output layers 3 to 5 and the final fusion layer (side-output-fuse), respectively. (h) Our holistic
contour map.
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3.4 Feature fusion and training

Finally, we integrate the learned features from the color composition, space formation, and visual features of
the image content. Through the concept of feature optimization, for all the features we obtained, we divided
them into small features by the number of channels and used the Concat method to perform feature fusion. In
the last layer of each feature extraction we have added a fully connected layer to adjust the feature size. After
the feature fusion layer, we added a global average pooling layer, two fully connected layers, each containing
4096 neurons, and a dropout layer. Subsequently, we added a 10-class softmax layer to predict image
aesthetics, as shown in Figure 2.
In contrast to the traditional two-category image aesthetic prediction, we divided the image aesthetic score

into 1 to 10 points, namely, from low to high aesthetic levels, producing a score distribution. The score
distribution surpasses two-class image aesthetic prediction, precisely categorizing images into different levels
of good (score >5) and bad (score≤5). The predicted aesthetic score of an image can be obtained by multi-
plying the score distribution by an array of 1 to 10. Moreover, the score distribution can also reflect whether
there is a large difference in the evaluation of an image, where a standard deviation can be obtained for
judgment.
We chose the earth mover’s distance (EMD)[47] as the loss function for training. If we consider the dis-

tribution as two mounds with a certain amount of soil, then EMD is the minimum total work required to
convert one mound into another. The workload is defined as the total amount of soil per unit multiplied by the
distance it moves. It can be expressed as follows:

EMD d d N CDF k CDF k( , ) = 1 | ( ) ( ) | (1)d
K

N

d
r

r

= 1

1

where [ ]d d s d s d s d s= ( ), ( ), ( ), , ( )N1 2 3 denotes the score distribution of ratings for the images.

Further, d d s d s d s= ( ), ( ), , ( )N1 2 , s s s s= , , , N1 2 denotes the ordered score, r is set to 2 to penalize the

Euclidean distance between the CDFs, and CDFd(k) is the cumulative distribution function.

4 Experiments

We conducted numerous experiments to prove the superiority of the proposed method. In this section, we
introduce the dataset used. Second, we introduce our training details and conduct ablation studies to examine
our method. Finally, we compared our method with previous methods to demonstrate the advantages of our
proposal.

4.1 Dataset

The AVA dataset[40] is a database for aesthetic quality assessment, comprising approximately 255000 images
collected at www.dpchallenge.com. Each image was voted by a number of people, with votes ranging from 78
to 549, and the average number of votes was 210. The voting scores ranged from 1 to 10. The higher the score,
the better was the picture evaluation. AVA scores of >5 points were the majority. Moreover, the annotators
included not only professional image workers and photographers, but also photography enthusiasts, which are
more universal. Compared to other image aesthetic databases, AVA has a larger number of images and more
detailed ratings. Therefore, we can directly use the voting scores from the AVA dataset as the score dis-
tribution for training, without additional processing. There are many unreal photographic images in the dataset
as well as post-processed images, and many of the images are defective. We filtered the 255000 images,
removed the defective images, and finally selected 249756 of them as our dataset.
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4.2 Training details

For the 249756 images in the AVA dataset, we divided 50000 images into the validation and test sets, and all
the remaining images were used for training. To extract the color palette, it was implemented in MATLAB.
We implemented holistic contour map extraction and other network training processes using Keras in Python.
The GPU used for training the network was an NVIDIA GV102. For the obtained color palettes and holistic
contour maps as well as the original input images, we unified their sizes to 224×224×3, forming the inputs of
our networks. For the network weights of the baseline CNN, we used the weights pretrained on the ImageNet
dataset[17] to improve our training speed and training results. The batch size was set to eight. We also set the
optimizer to Adam[48] with β1=0.9 and β2=0.99, and the initial learning rate was 1e-05. When the model’s
validation set loss did not decrease within 30 epochs, the learning rate was halved.

4.3 Ablation studies

To examine the effectiveness of different image features for image aesthetic assessment and how the use of
different baseline networks affects the prediction accuracy, we designed three sets of ablation experiments.
The first aimed to test the impact of adding color composition features and space formation features to image
aesthetic evaluation. The second was designed to test the impact of different baseline network structures on the
image aesthetic evaluation results. The last aimed to test how the correlation of low-level and high-level
features between color composition and space formation affected the image aesthetic assessment.
Effectiveness of color composition and space formation features: NASNet[44] has absorbed the advantages of

Inception[43] and ResNet[44] and offers the advantage of automatically selecting the network layer structure.
These features cause NASNet to perform significantly better than the previous networks. In our work, we need
to perform image assessment and feature extraction from the aesthetic aspect of images, where aesthetic
features are often abstract and difficult to extract. Because NASNetlarge can learn to build a network layer
structure through the program itself, it can extract the aesthetic features of images more fully. Because there is
a network structure of NASNetlarge that has been pre-trained on ImageNet on keras, we used NASNetlarge as
the baseline network structure to perform image aesthetic evaluation.
As presented in Table 1, we obtained results based on different settings, including training by color

composition features, space formation features, both color composition features and space information fea-
tures, and neither color composition nor space formation features. We then compared and analyzed these four
results. From Table 1, we can see that among the four results, the network structure considering both color
composition and space formation performed significantly better, which verifies the validity of our proposed
idea. The color position and space formation of images can effectively guide image aesthetic assessment, and
these two features are complementary and indispensable.
Effectiveness of baseline network structures:We used VGG16[42], InceptionResNetV2[43], and NASNetlarge[44] as

the three baseline network structures to compare the image aesthetic evaluation results. We also verified the
importance of using ImageNet’s CNN pretraining model. The comparison results are presented in Table 2. We
can see that ImageNet’s CNN pre-training model has a great impact on the results. If it is not used, the
performance drops significantly. Similar to our aforementioned findings, NASNetlarge achieved the best
results because it has a better extraction ability for abstract image aesthetic features.

Table 1 Performance comparison with different aesthetic features on AVA dataset

Model Accuracy(2 classes) PLCC(mean) SRCC(mean) EMD

No Color composition and No Space for-
mation (NASNetlarge) 80.09% 0.6545 0.6375 0.0693

Color composition (NASNetlarge) 79.89% 0.6608 0.6467 0.0687
Space formation (NASNetlarge) 80.61% 0.6636 0.6514 0.0679

IAACS (NASNetlarge) 86.29% 0.8003 0.8286 0.0573

Bailin YANG, et al. IAACS: Image aesthetic assessment through color composition and space formation 51



How the correlation of low- and high-level features between color composition and space formation affects
image aesthetic assessment: As color composition and space formation are comparable features in terms of
their complexity, we attempt to examine how their relationship affects the accuracy of image aesthetic
assessment by performing early and late fusions in our multiview learning. Note that the image visual content
feature was not involved in this study because it is deeper and incomparable to the other two features.
In early fusion, we shared the parameters of the two FETs during training, which means that feature fusion

between color composition and space formation starts from their low-level features up to high-level features.
In late fusion, we do not share parameters between the two FETs and only fuse their learned features, which
means that only high-level features between the color composition and space formation are set to correlate.
The comparison results are shown in Table 3. It can be observed that the late fusion approach produced
significantly better results, which justifies our network design. These results suggest that image aesthetic
assessment relies more on the correlation of high-level features between color composition and space for-
mation. In contrast, introducing low-level feature correlation confuses the image aesthetic assessment.

4.4 Comparison with previous methods

Here, we compare our method with previous methods to demonstrate that our proposal achieves a better
performance. To compare the performance, we focus on three image aesthetic quality tasks currently included
in the research community: 1) image aesthetic two-class prediction, 2) image aesthetic score prediction
regression, and 3) image aesthetic score distribution prediction. For the two-class prediction of image aes-
thetics, high-quality images generally have a predicted score higher than 5, whereas low-quality images have a
predicted score lower than or equal to 5, and accuracy is selected as the evaluation criterion. The definition of
accuracy is as follows:

A uracy TP TN
P Ncc = +

+ (2)

where TP and TN refer to the number of high-quality and low-quality images that were correctly predicted. P
and N refer to the sum of the quantities of all high- and low-quality images, respectively. For the regression of
image aesthetic prediction, we chose the Pearson linear correlation coefficient (PLCC) and Spearman rank-
order correlation coefficient (SRCC) as evaluation criteria. The definition of a PLCC is as follows:

( )( )
( ) ( )
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The PLCC between two variables is defined as the quotient of the covariance and standard deviation
between the two variables. X and Y represent the two variables. The definitions of SRCC and PLCC are
similar:

Table 2 Performance comparison with different baseline networks on AVA dataset

Model Accuracy(2 classes) PLCC(mean) SRCC(mean) EMD

IAACS (No Pre-trained model) 74.40% 0.3412 0.3241 0.0820
IAACS (VGG16) 79.25% 0.6113 0.6006 0.0696

IAACS (InceptionResNetV2) 79 52% 0 6062 0 5963 0 0706
IAACS (NASNetlarge) 86.29% 0.8003 0.8286 0.0573

Table 3 Performance comparison with different feature fusion methods on AVA dataset

Model Accuracy(2 classes) PLCC(mean) SRCC(mean) EMD

Early Fusion (NASNetlarge)
Late Fusion (NASNetlarge)

83.83%
86.29%

0.7442
0.8003

0.7561
0.8286

0.0638
0.0573
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The difference between them is that R and S refer to the level of the value and not the value itself.
SRCC and PLCC reflect the degree of linear correlation between the real image aesthetic score and the

predicted value. The larger the value, the higher is the correlation. For the image aesthetic score distribution
prediction, we used EMD to measure the gap between the true value and the predicted value. The smaller the
value, the more accurate is the predicted score distribution.
The comparison results are listed in Table 4. In addition to the first few typical models, we found other

output score distribution methods for comparison purposes. It can be observed that our method exhibits a
better performance. Our accuracy is two percentage points higher than that of the previous best model, and our
PLCC and SRCC are both higher than those of previously proposed methods. However, our EMD perfor-
mance is not optimal. This may be because our model is a multi-view model and has too many parameters,
making the learning effect on the more detailed rating distribution not particularly good. Examples of aesthetic
assessment results are shown in Figure 6. The images were sampled from the AVA dataset. Each had multiple
aesthetic assessment scores. Therefore, we took the average of these scores as the ground truth score for each
image. We also report the aesthetic assessment scores obtained from the existing methods for comparison. As
can be observed, our method generates scores closer to the ground truth ones, indicating that our method
outperforms existing methods.

5 Conclusion

In this study, we propose a method for image aesthetic evaluation and prediction based on color composition,

Our method: 5.9394
Ground truth: 6.0713
Talebi’s method: 5.7391
Zhao’method: 5.8126
Li’s method: 5.8617

Our method: 5.3448
Ground truth: 5.3023
Talebi’s method: 4.9136
Zhao’method: 5.0103
Li’s method: 5.1342

Our method: 3.5187
Ground truth: 3.3208
Talebi’s method: 3.6198
Zhao’method: 3.7154
Li’s method: 3.8237

Figure 6 Score comparison of our method and other methods. The score is calculated from the resulting rating distribution.

Table 4 Performance comparison with state-of-the-art methods on AVA dataset

Model Accuracy(2 classes) PLCC(mean) SRCC(mean) EMD

Lu et al.[2] 75.12% – – –
Wang et al.[5] 76.80% – – –
Ma et al.[6] 81 70% – – –

Talebi et al. [7] 81.51% 0.6360 0.6120 0.0500
Zhang et al.[49] 81.81% 0.7042 0.6900 0.0450
Liu et al.[33] 83.59% – – –
Zhao et al.[15] 82.35% 0.7600 0.7480 –
Li et al.[8] 82.08% 0.6524 0.6461 –

Sheng et al.[36] 83.03% – – –
Pei et al.[34] 85.10% – 0.6920 –

IAACS (NASNetlarge) 86.29% 0.8003 0.8286 0.0573
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space formation, and visual features of image content. We proved that adding these features offers better
results, that is, provides better reasoning to the human sense of image aesthetics. We propose extracting color
palettes with the contributions of their individual color components taken into account. We also propose
extracting space formation holistic image contours to acquire the structural layout and object details. This
information, as well as the original image, was fed into our novel multiview model to learn color composition,
space formation, and visual image features for aesthetic evaluation. Our experimental results showed that we
achieved superior performance.
Although our method achieved good results, we still need to consider several aspects in future research.

First, we think that the evaluation of image aesthetics is very subjective, and we hope to make it as objective as
possible. We will investigate the use of individual user preferences to improve the image aesthetic evaluation.
Second, for an image, the source equipment that captures the image is a good point to consider, and relates to
how an image is formulated. For instance, we can collect and predict whether the camera and relevant tools
used comprise better functionalities that influence image aesthetics.
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