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Abstract. Massive Open Online Courses (MOOCs) have become a pop-
ular choice for e-learning thanks to their great flexibility. However, due
to large numbers of learners and their diverse backgrounds, it is taxing
to offer real-time support. Learners may post their feelings of confusion
and struggle in the respective MOOC forums, but with the large volume
of posts and high workloads for MOOC instructors, it is unlikely that
the instructors can identify all learners requiring intervention. This prob-
lem has been studied as a Natural Language Processing (NLP) problem
recently, and is known to be challenging, due to the imbalance of the
data and the complex nature of the task. In this paper, we explore for
the first time Bayesian deep learning on learner-based text posts with
two methods: Monte Carlo Dropout and Variational Inference, as a new
solution to assessing the need of instructor interventions for a learner’s
post. We compare models based on our proposed methods with proba-
bilistic modelling to its baseline non-Bayesian models under similar cir-
cumstances, for different cases of applying prediction. The results suggest
that Bayesian deep learning offers a critical uncertainty measure that is
not supplied by traditional neural networks. This adds more explain-
ability, trust and robustness to AI, which is crucial in education-based
applications. Additionally, it can achieve similar or better performance
compared to non-probabilistic neural networks, as well as grant lower
variance.

Keywords: Deep Learning - Artificial Intelligence in Education - Educa-
tional Data Mining - Bayesian Modelling - Urgent Instructor Intervention
- Natural Language Processing.

1 Introduction

MOOC s are well-known for their high dropout rates [2][3]. Whilst learners may
discuss their problems in the forums before actually dropping out, the sheer vol-
ume of posts renders it almost impossible for instructors to address them. Thus,
many of these urgent posts are overlooked or discarded. Hence, a few researchers
proposed [4][9] automated machine learning models for need prediction based on
learners’ posts in MOOC forums. Such an approach would allow instructors to
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identify learners who require urgent intervention, in order to, ultimately, prevent
potential dropouts (see our recent research, where we have shown only 13% of
learners passing urgent intervention messages complete the course [27]).

More recently, techniques for applying deep neural networks to interpret texts
from the educational field have emerged [17], including identifying learners’ needs
based on their posts in forums [5][16][36]. Despite their success, standard deep
learning models have limited capability to incorporate uncertainty. One other
challenge is that post data is notoriously imbalanced, with urgent posts rep-
resenting a very low percentage of the overall body of posts - the proverbial
'needle in the haystack’. This tends to make a neural network overfit and ignore
the urgent posts, resulting in large variance in model predictions.

To address the above two challenges, we apply Bayesian probabilistic mod-
elling to standard neural networks. Recent advances in Bayesian deep learning
offer a new theory-grounded methodology to apply probabilistic modelling us-
ing neural networks. This important approach is yet to be introduced in the
Learning Analytics (LA) field.

Thus, the main contributions of this work are:

1. We present the first research on how Bayesian deep learning can be applied
to text-based LA. Here, the aim is to predict instructor intervention need in
the educational domain.

2. Hence, we explore, for the first time, not only one, but two Bayesian deep
learning methods, on the task of classifying learners’ posts based on their
urgency, namely Monte Carlo Dropout and Variational Inference.

3. We show empirically the benefits of Bayesian deep learning for this task and
we discuss the differences in our two Bayesian approaches.

4. We achieve competitive results in the task and obtain a lower variance when
training with small size data samples.

5. We apply this approach to text-based processing on posts in MOOCs - a
source generally available across all MOOC providers. Thus our approach is
widely applicable - generalisable to foresee instructor’s intervention need in
MOOC:s in general and to support the elusive problem of MOOC dropout.

2 Related Work

2.1 Urgent Intervention Need in MOOCs

Detection of the need for urgent instructor intervention is arguably one of the
most important challenges in MOOC environments. The problem was first pro-
posed and tackled [10] as a binary prediction task on instructor’s intervention
histories based on statistical machine learning. A follow-up study [9] proposed
the use of L1 regularisation techniques during the training and used an addi-
tional feature about the type of forum (thread), besides the linguistic features
of posts. Another study [4] tried to build a generalised model, using different
shallow ML models with linguistic features extracted by NLP tools, metadata
and term frequency. In general, this problem was attempted based on two types
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of data format: text-only [6][11][16][36][39] or a mixture of text and post features
[4][9]. From a machine learning perspective, both traditional machine learning
methods [4][6][9] and deep learning based methods [11][16][36][39] were proposed
and explored; with more recent studies being in favour of deep neural network-
based approaches [17]. However, one critical problem for deep neural networks
is that they do not offer a robust estimation over the prediction values. Also,
we can not perform efficient learning on small sample size data. Thus, in this
paper, we explore the benefits of Bayesian deep learning to predict learners who
require urgent interventions from an instructor. We use text only features in our
study, as it is the first study to explore the benefits of this new approach, and
we leave future optimisation for further work.

To the best of our knowledge, this is the first study of Bayesian deep learning
methods for learners’ urgent intervention need classification. Our research sheds
light on a new direction for other researchers in the fields of Educational Data
Mining (EDM) and Learning Analytics (LA).

2.2 Bayesian Neural Networks

Modern neural networks (NNs) are self-adaptive models with a learnable param-
eter set W. In a supervised learning setting, given data D = (a;, yi)ij\;p we aim
to learn a function through the neural network y = fyn(z) that maps the inputs
x to y. A point estimation of the model parameter set W* is obtained through
a gradient based optimisation technique and with a respective cost function.

Bayesian neural networks (BNNs) [29][30][32], alternatively, consider the prob-
ability of the distribution over the parameter set W and introduce a prior over
the neural network parameter set P(W). The posterior probability distribution
P(W | D) is learnt in a data-driven fashion through Bayesian inference. This
grants us a distribution over the parameter set W other than a static point esti-
mation, which allows us to model uncertainty in the neural network prediction.
In the prediction phase, we sample model parameters from the posterior distri-
bution i.e. w ~ P(W | D) and predict results with 3, (z) for the corresponding
y. We marginalise the w samples and obtain an expected prediction. Due to the
complexity and non-linearity of neural networks, an exact inference for BNNs
is rarely possible, hence various approximation inference methods have been de-
veloped [12][15][18][19]. The most widely adopted approximation method is the
Monte Carlo Dropout [12], with applications in natural language processing,
data analytics and computer vision [13][22]][23][42][40]. In this paper, we adopt
the same idea and use Monte Carlo Dropout [12] to approximate the neural
network as a BNN.

2.3 Variational Inference

Variational inference (VI) [7][21][38] is a general framework for Bayesian sta-
tistical modelling and inference under a maximum likelihood learning scheme.
It introduces an unobserved random variable as the generative component to
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model the probabilistic uncertainty. Given fully observed data D = (z;, yi)f\il,

we consider them as random variables and use capital letters X and Y to repre-
sent them. The unobserved random variable introduced with VI is denoted as Z
and passes the information from X to Y. It can be marginalised out with Bayes’
rule as:

P(X,Y;0) =Y P(X,Y,Z;0) = P(Y | Z;0)P(Z | X;0) (1)
Z

Under a mean-field assumption [37] over the unobserved random variable Z, we
can factorise it as:

N
P(Z;60) = P(z1, ..., 253 0) = [ [ P(2i:6) (2)
i=1
Hence for each pair of data x and y, the maximum likelihood learning delivers
the following objective with respect to 6:

log P(yl:6) = log | P(ulz: )P (el )z (3)

Given observed data D = (x;, yi)f;l, we can not directly model the distribution
of unobserved z and hence the probability distribution P(y|z;8) is intractable
for data-driven models, such as neural networks. With VI, an additional vari-
ational parameter ¢ with its associated variational family distribution ¢(z; @)
is introduced, to approximate the real probability P(y|z;#). During the learn-
ing process, we minimise the distance between ¢(z; ¢) and P(y|z;0) through the
Kullback—Leibler divergence, a term that measures the distance between two
probability distributions. Hence, the learning of the intractable probability dis-
tribution problem is converted to an optimisation problem over the evidence
lower bound (ELBO), where Dy, refers to the Kullback—Leibler divergence:

log P(y|x;0) > LIELBO) = Eq(..4)[log P(yl|2;0)] — Drrlg(2; ¢)|[p(2]x;0)] (4)

VI was initially developed to solve a specific class of modelling problems where
conditional conjugacy is presumed, and variational parameter ¢ is updated
through closed-form coordinate ascent [14]. However, conditional conjugacy is
not practical in most of the real world problems; thus further advancements
[8][20][25][34][41] extend VI to large scale datasets and non-conjugate models.

3 Methodology

In this section, we first introduce the baseline model built based on recurrent
neural networks (RNNs) and an attention mechanism. Then we present our two
approaches for applying Bayesian deep learning with our baseline model: 1)
Monte Carlo Dropout and 2) Variational Inference.
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3.1 Baseline Deep Learning Model

In this section, we first introduce our non-Bayesian model, which serves as our
baseline model. The model consists of three different components: an embedding
layer, a two-layer recurrent neural network (RNN), and a prediction layer. We use
attention based on the output of the RNNs to create a contextual representation
over the RNN hidden outputs and then concatenate it with the last layer RNN
outputs. The model architecture is presented in Figure 1.

Given the data D = (x4, yi)il\il, where each sentence x; consists of a sequence of

1 T2 Zs

ot | [ER LR

1

c .
Latent Output

Two Layer
RNN

Concatenation

Prediction  __|
Layer

Fig. 1. Model architecture for baseline model (operation @ refers to the concatenation).
tokens z}, 22, ..., x{ where s denotes the sequence length. For our baseline model,
given a sentence x;, we first pass it through the embedding layer and obtain a
sequence of word embeddings:

E = (emb(x}),emb(x?), ..., emb(x?)) (5)

where emb is the embedding function we used for our experiment with d dimen-
sions. Here, 2 denotes the m‘" word in the sentence ;. For the initial sentence
z; € R®*!, we derive a sentence z; € R**? after the embedding layer. Then
we feed this as a sequence input through a two-layer long-short-term memory
(LSTM) model as in [36]. The initial hidden state hq is set to 0 and we calculate
the sequence of hidden states as:

hn = LSTM (hyp_y, 27) (6)

where we have m = 1,...,s. The last layer of hidden states provides a sequence
output H € R**" where h here represents the hidden dimension size. In order
to utilise the contextual information through the LSTM encoding process, we
calculate the attention score o based on the last hidden state outputs Hy (Ho =
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hs) and each hidden state in the sequence of H, as:

H2 * hm
2=t Ho % i

Ay =
Then we calculate the contextual Hs as:

ITTQ = zs: O[mhm (8)

m=1

Finally, we concatenate them and feed them through a fully connected layer
with the output dimension equal to the number of classes for our task. This
fully connected layer is represented as a prediction layer in Figure 1.

3.2 Model Uncertainty with Monte Carlo Dropout

In this section, we present how to convert our baseline model into a Bayesian
neural network. With Monte Carlo Dropout [12], we only need to use the dropout
technique [35] before each layers containing the parameter set W. In our case,
we add a dropout layer after the first and second LSTM layers, as well as after
the fully connected layer, which takes the input as the concatenation of hy and
ho.

Compared with the standard dropout technique, which works as a regularisation

Fig. 2. A demonstration of the Monte Carlo Dropout in the test phase. We run the
model for M times for M different prediction results and then calculate their average
as the prediction layer output.

technique in the training phase only, the Monte Carlo Dropout technique requires
the dropout layer to be activated in both training and testing phases. This allows
the standard neural network model to work as a BNN [12]. Each dropout works
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as a sample of w from its probabilistic distribution space and hence allows us to
measure the uncertainty of the model, as shown in Figure 2. In the testing phase,
we predict the output through sampling M times [12] and the expectation of y
can be calculated as:

1 M
E(y | o)~ 2 fii(@) ©)
i=1

We use this expectation as the final logits value and in our experiment we use a
total sample M of 50 as in [23].

3.3 Model Uncertainty with Variational Inference

As discussed in the section 2.3, Variational Inference (VI) introduces an ad-
ditional random variable z with probability distribution g(z;¢) to the original
model. This variational family ¢(z; ¢) here approximates the posterior distribu-
tion P(z | z;0) as q(z|z,y; ¢). The model architecture is presented in Figure 3.
Following [31], we define g4 (2|z,y) as:

q(zle,y; 0) = N (2|pg (. y), diag(a} (2, y))) (10)
we have:
pg(@,y) = li(mg) (11)
and:
log oy (x,y) = l2(my) (12)
where:
Ty = go(Ha, fy(y)) (13)

where f,(y) is an affine transformation from output y € R! to a vector space size
sy € R*. The Hj is the final latent state output of the second LSTM network
layer as stated in section 3.1. The latent variable z € R" can be reparameterised
as z = p+ o-€, known as the "reparameterisation trick” [26] with sample € ~
N(0,I). For the conditional distribution py(z|z), we can model it as:

plzlz;0) = N(z|po(2), diag(j (x))) (14)
where we have:
po(x) = l3(me) (15)
log og(x) = l4(mo) (16)
and:
T = go(H2) (17)

where [y, 13,3 and l4 are four affine transformation functions. Since both p(z|x; 0)
and ¢(z|z,y; ¢) are multivariate Gaussian distributions, this allows us to have
a closed-form solution for the Kullback—Leibler (KL) divergence term [25]. For
the reconstruction term log p(y | z; #) with Monte Carlo approximation [31], the
final reconstruction loss can be calculated as:
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M
1 _
Eq(-)llogp(y|z:0)] = - > log p(ylzm @& Ha & Hy; 0) (18)

m=1

where @ denotes the concatenation operation and M is the number of samples
from the posterior distribution z. We use a single sample of M = 1 during
training based on [24] and M = 20 during testing based on [31]. In the training
phase, z is sampled from ¢(z|z,y; ¢) and in the test phase, from p(z|z;8).

Embedding
Layer

Two Layer
RNN

ation

Sampling

Generative —
Layer

Prediction
Layer

2@ H, ® Hy

Concatknation

Fig. 3. Model architecture for the VI model.

4 Experiments

4.1 Dataset

Here, we used the benchmark posts dataset from the Stanford MOOC forum [1],
containing 29604 anonymised posts collected from 11 different courses. Each post
is manually labelled by three independent human experts and with agreements
for the gold label. Apart from the text content, each post is evaluated based on
six categories, amongst which urgency, which is the one we used here. Its range is
1 to 7; with 1 meaning no reason to read the post and 7 meaning extremely urgent
for instructor interventions. An example urgent message is ”I hope any course
staff member can help us to solve this confusion asap!!!”; whilst a non-urgent
would be ” Good luck to everyone.”. See more details on their website!. Similar to
[16], we convert the problem of detecting urgent posts to a binary classification
task. A threshold of 4 is used as in [16] to create two need categories as: 1) Need
for urgent intervention (value > /) with label 1; and 2) No need for intervention
(values < /) with label 0. This allows us to obtain a total of 29,597 posts, with

! https://datastage.stanford.edu/StanfordMoocPosts/
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23,991 labelled as 0 and 5,606 labelled as 1. We tokenise the text and create
a vocabulary based on a frequency-based cutoff [28] and use the special token
< pad > for padding and the unknown token < unk > for out-of-vocabulary
words. We initialise the embedding layer with a 300-dimensional GloVe vector
[33] if found in the pre-trained token list.

4.2 Experiment Setup and Evaluation

In this paper we have implemented 3 different models: a baseline model (Base),
as shown in Figure 1; a baseline model converted to a Bayesian neural network
through Monte Carlo Dropout (MCD), as shown in Figure 2; and a baseline
model with variational inference (VI), as shown in Figure 3. For the evalua-
tion, we report mean accuracy; F1 score, Precision score, Recall score for all
three models under each class (the higher the better); and entropy based on the
prediction layer [23] [40] (the lower the better).

We conduct two sets of experiments. For the first set, we follow the setup
in [5]. At each run of the experiment, we randomly split this data into training
and testing sets each with a ratio of 80% and 20%, respectively, with stratified
sampling on a random state. In the second set of experiments, we use less training
examples, since the intervention case is rare compared with non-intervention, and
we compare the robustness of our model given smaller size samples and we use
a split of 40%, 60% for training and testing. The results for the two experiments
are reported in Table 1 and Table 2, respectively, and we run both experiments
10 times. In Table 1, we report the best run of the model and in Table 2, we
report the mean and variance. All the evaluation metrics results reported here
in this paper are based on test dataset only. In the first table, we use bold text
to denote the results that outperform results in [5] and in the second table, we
we use bold to denote results outperforming the (Base) model.

5 Results and Discussions

The results are presented in Table 1. The baseline model (Base) performs com-
petitively against a strong model [5], especially in the recall and F1 score for the
‘urgent’ class and the precision score for the 'non-urgent’ class. For the Monte
Carlo Dropout (MCD) and Variational Inference (VI) models, we achieve better
performance in these measurements against the baseline model (Base). Impor-
tantly, as an indication of the uncertainty measurement, we note that the entropy
dropped for the MCD model. In Table 2, we can see that Bayesian deep learning
methods generally achieve similar or better performance compared to the non-
Bayesian base model, but hold lower variance and lower entropy against small
sample size data. This is often the case in real life scenarios, where the label 'need
intervention’ is scarce. A probabilistic approach works as a natural regularisation
technique, when neural network models are generally over-parameterised. We can
conclude that Bayesian deep learning mitigates this issue of over-parametrisation
with lower variance and entropy. This is especially clear for the VI methods. The
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Table 1. Results compare baseline model and Bayesian deep learning approach in
accuracy, precision, recall and F1 score.

Non-urgent (0) Urgent (1)
Accuracy Entropy|Precision Recall F1 Precision Recall F1
Text [5]|.878 - .90 .95 .93 .73 .56 .64
Base .883 .095 937 918 927|677 .738 .697
MCD |.883 .085 .939 915 926 |.675 742 .698
VI .873 .103 .940 .901 919  |.644 752 .687

Table 2. Results compare mean and variance of Deep learning and Bayesian deep
learning approach based on 10 runs.

Non-urgent (0) Urgent (1)
Accuracy Entropy|/Precision Recall F1 Precision Recall F1
Base |.870+- 1126+ |.930+- 9084+-  .918+4-|.645+- 7074+ .6644-
.0039 .0041 .0039 .0088 .0030 |.0159 .0215 .0052
MCD |.869+- 0.101+- |.929+- 908+- .9174-].6524- 703+- 6604
.0013 .0326 .0128 .0319 .0104 |.0574 .0693 .0042
VI .8674- 0.078+- |.9244-- 910+ .9164-|.6424- .680+-  .6494-
.0019 .0296 .0028 .0058 .0017 |{.0093 .0164 .0034

result from a Wilcoxon test shows that, compared with the Base model, the ex-
periment results of the VI model are statistically significant at the .05 level, with
p=.022 for the entropy value and with p=.007 for the recall, in the "urgent’ case.
Comparing MCD and VI models, the latter achieves better performance in most
metrics, as shown in both tables, especially with a higher recall score. The recall
score is preferable to precision in this task, where we have a comparatively small
number of positive examples. However, the implementation of MCD models is
more accessible to researchers interested in introducing uncertainty into their
neural networks. This should be considered in using them in practice.

6 Conclusion

Identifying the need of learner interventions for instructors is an extremely im-
portant issue in MOOC environments. In this paper, we have explored the ben-
efits of a Bayesian deep learning approach to this problem for the first time. We
have implemented two different approaches to Bayesian deep learning, namely
Monte Carlo dropout and variational inference. Both offer a critical probabilis-
tic measurement in neural networks. We have demonstrated the effectiveness of
both approaches in decreasing the epistemic uncertainty of the original neural
network and granting equivalent or even better performance. We have thus pro-
vided guidelines for researchers interested in building safer, more statistically
sound neural network-based models in the Learning Analytics (LA) field. En-
tropy measures a classifiers’ confidence level. In intelligent tutoring systems, high
confidence (thus low entropy) is essential. With Bayesian deep learning, we turn
NN models into probabilistic models, allowing more explanability and trust. For
future research, these can be extended and applied in more areas.
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