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Abstract. Math Word Problem (MWP) solving for teaching math with
Intelligent Tutoring Systems (ITSs) faces a major limitation: ITSs only
supervise pre-registered problems, requiring substantial manual effort to
add new ones. ITSs cannot assist with student-generated problems. To
address this, we propose an automated approach to translate MWPs
to an ITS’s internal representation using pre-trained language models
to convert MWP to Python code, which can then be imported easily.
Experimental evaluation using various code models demonstrates our
approach’s accuracy and potential for improvement.

Keywords: Math Word Problems · Algebra Tutoring · Intelligent Tu-
toring Systems · Automatic Code Generation.

1 Introduction

Math Word Problem (MWP) solving is the task of providing a numerical solution
to a mathematical problem expressed in natural language [2]. The computation
of the numerical answer of the MWP requires the correct identification of the
quantities expressed in the problem statement, together with the relationships
between these quantities [4]. MWPs are widely used in Intelligent Tutoring Sys-
tems (ITSs) to teach math and arithmetic by emulating human tutor tasks such
as interpreting problem statements, validating processes, and adapting problems
to individual learners [1]. However, ITSs are limited to supervising registered
problems and cannot assist with self-introduced problems, as they have to be
registered in the system’s own knowledge representation schema.

In this work, we present a two-stage process to automate the encoding of
problem solutions from natural language statements. A large code model, i.e. a
Large Language Model (LLM) trained on source code, generates an intermedi-
ate representation of the problem solution as Python code, which can then be
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used to create a bipartite graph solution specification using compiler technology.
This automation has benefits for learners and experts, enabling problem-specific
supervision and easy addition of new exercises to the ITS. In our evaluation
on a dataset of 1,000 MWP, our method correctly solved 39% of the problems,
consistent with other state-of-the-art MWP solving methods, while at the same
time facilitating the automated encoding of MWPs for ITS.

2 Proposed Methodology

Given a natural language problem description S that consists of n words wi, S =
{w0, w1, ..., wn−1}, the proposed approach will generate Python source code that
first defines a list QS of m quantities that appear in S, QS = {q0, q1, ..., qm−1},
and then computes and returns the numerical answer yS to the problem S. The
main benefit of proposing a solution expressed in source code is that it allows to
construct a graph using the mathematical relations between the quantities, and
simultaneously allows for the automatic naming of the identified quantities so
that the system is capable of semantically matching the user input to the cor-
rect quantity. The generated Python source code is essentially an intermediate
representation of the MWP that can be subsequently converted to the internal
representation of an ITS in an automated manner. To generate Python code for
a MWP, we propose initialising a LLM’s prompt with an example problem state-
ment and the expected output code, followed by the target problem statement.
The example problem is introduced as a code comment followed by a function
definition (sol()), with known quantities defined in a Map-like structure using
Python’s dictionary data structure, as shown in Fig. 1a. One operation is de-
fined per line until the solution is defined and returned. The model output is the
source code of the sol() function for the target problem, as shown in Fig. 1b.
The code can then be compiled into the required representation for any ITS.

The pre-trained LLMs examined in this work are the 350M, 2B, 6B, and
16B parameter variations of Saleforce’s CodeGen [9] model (“mono” version), a
transformer-based model trained on a general text corpus and fine-tuned first
on a corpus with source code from multiple languages and then on a Python
corpus, and the 1B and 6B parameters variations of Facebook’s InCoder [3]
Casual Language model that has been trained on a corpus that contained source
code from Github and StackOverflow.

3 Results

Our proposed approach is evaluated against a common benchmark dataset for
MWP solving, SVAMP [10]. SVAMP is a collection of 1,000 MWP, expressed in
natural language (English), along with the numerical answer and an algebraic
expression to solve the problem. The performance of the examined models on
the SVAMP dataset was evaluated according to the accuracy metric, defined in
this case as the percentage of problems that were solved with the first solution
returned by the model.
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(a) Prompt (b) Output

Fig. 1: Example input problem statement with one example provided to the
model and expected solution for a MWP.

Table 1: Accuracy for the best-performing temperature (t) for each of the exam-
ined models

Model # Params Temperature Accuracy

InCoder [3]
1B 0.1 0.061
6B 0.3 0.174

CodeGen [9]

350M 0.1 0.088
2B 0.1 0.272
6B 0.3 0.335

16B 0.3 0.391
Note: M: Million, B: Billion. Best performance in bold.

For the performance evaluation procedure, a random problem from SVAMP
was selected and manually solved by implementing the respective sol() function,
according to the specifications described in Section 2. This problem was then
used as the initialisation of all the language models’ prompts, in order to ensure
a fair evaluation across the different examined models. Then, each model was
queried with the randomly chosen example problem and the statement for the
problem to be solved, as shown in Fig. 1a. Each model was queried to generate
n = 10 solutions for each of the 1,000 problems of the SVAMP dataset, which
were then tested by running the generated Python source code and evaluating
whether the result was equal to the expected solution or not.

Both examined models (CodeGen, InCoder) were evaluated for all the pub-
licly available parameter number variations. CodeGen was tested for all the
aforementioned model variations, while InCoder was tested for the 1B and 6B
parameter versions. The inference was carried out by tuning Softmax’s tempera-
ture (t) parameter to values 0.1, 0.3, and 0.5. The temperature is used to control
the randomness of a model’s predictions, with higher values of temperature re-
sulting in a model becoming more random and less certain of its predictions,
whereas lower values result in more certain predictions. To this end, each pa-
rameter number variation of the CodeGen and InCoder models was evaluated
three times using the three aforementioned temperature values, respectively.
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Fig. 2: Accuracy obtained for different temperatures (t) and number of parame-
ters for each model. (a) Facebook InCoder; (b) Salesforce CodeGen.

Results in terms of accuracy, are reported in Table 1 for the temperature
that provided the best accuracy for each examined model variation. From this
table, it is evident that the 16B parameter CodeGen model achieved the best
performance on the SVAMP dataset in terms of the examined metric, reaching
an accuracy of 39.1%. In addition, one of the main takeaways from Table 1 is
that there is a clear relationship between the number of parameters and the
performance, with variants of a model with more parameters achieving higher
accuracy (Pearson’s ρ = 0.77), as shown in Fig. 2a and 2b, for the InCoder and
CodeGen models respectively. Fig. 2 depicts the accuracy for each examined
model variant and temperature value. The figure shows clearly the relationship
between the number of model parameters and the accuracy. However, it also
makes evident that this relationship is not purely linear, but rather it appears
to follow a logarithmic trend. In addition, it is evident that the temperature
parameter has minimal effects on the achieved accuracy.

The presented results compete directly with the latest state-of-the-art MWP
solving methods, with CodeGen-16B’s maximum accuracy of 39.1% outperform-
ing 6 out of the 9 current top performing methods, as shown in Table 2, without
being explicitly designed to solve MWPs. In addition and in contrast to other
available MWP solving methods, the proposed approach enables the automation
of the task of translating MWP from natural language to the internal representa-
tion of ITSs, thus addressing one of their major limitations. Consequently, other
state-of-the-art MWP solving methods cannot replace the proposed approach
for the task at hand, as they cannot provide the required source code represen-
tation of the MWP. It is expected that as large language models get even bigger
in terms of the number of parameters, the proposed approach will be capable of
surpassing the state-of-the-art MWP solving methods without requiring specific
domain knowledge.
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Table 2: Current top performing MWP solving methods on the SVAMP dataset.
Model Year

Problem
Accuracy

encoding
DeductReasoner [5] 2022 No 0.473
Roberta-Graph2Tree [10] 2021 No 0.438
Roberta-GTS [10] 2021 No 0.410
CodeGen-16B (Ours) 2023 Yes 0.391
Graph2Tree [12] 2020 No 0.365
BERT-Tree [8] 2021 No 0.324
GTS [11] 2019 No 0.308
Roberta-Roberta [6] 2022 No 0.303
BERT-BERT [6] 2022 No 0.248
GroupAttn [7] 2022 No 0.215

4 Conclusions

In this work, we presented a method for solving MWPs, expressed in natural lan-
guage, by using Large Language Models to produce Python source code that can
solve the problem and can automatically convert it to the internal representation
of Intelligent Tutoring Systems. Apart from the automated solving of MWPs,
the proposed approach is also capable of naming the quantities in the MWP.
Together, they allow the translation of problem statements into the ITS’ inter-
nal knowledge representation schema, thus allowing learners to add new MWPs
in an ITS and tutors to add new MWPs at scale. Our experimental evaluation
showed that Saleforce’s CodeGen model with 16B parameters achieved the high-
est accuracy (39.1%) for the proposed approach on the SVAMP MWP dataset. In
addition, despite some state-of-the-art MWP solving methods achieving higher
accuracy, they are not able to encode the MWP in a form that would enable
automated import to an ITS, thus they cannot replace the proposed method.

The success of the proposed approach relies heavily on the performance of
code generation models, as shown by the significant performance differences
between the examined CodeGen and InCoder models. However, the observed
correlation between the size of the model and performance suggests that the
quality of the generated solutions will improve with the future development of
more advanced models with a larger number of parameters.

Nevertheless, the proposed solution has some limitations. Since it uses plain
Python, it is not capable of proposing solutions to problems that cannot be arith-
metically solved. In addition, it only generates one solution graph per problem.
Although this is in general the most obvious solution, it is not necessarily the
only one. Future work will seek to find strategies to deal with these weaknesses.
Additionally, it would be interesting to study the different generated source code
snippets in order to synthesise all the possible resolution paths to a given prob-
lem.
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